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Chemotactic motion in a chemical gradient is an essential cellular function that controls many processes in the living world. For a better understanding and more detailed modelling of the underlying mechanisms of chemotaxis, quantitative investigations in controlled environments are needed. We developed a setup that allows us to separately address the dependencies of the chemotactic motion on the average background concentration and on the gradient steepness of the chemoattractant. In particular, both the background concentration and the gradient steepness can be kept constant at the position of the cell while it moves along in the gradient direction. This is achieved by generating a well-defined chemoattractant gradient using flow photolysis. In this approach, the chemoattractant is released by a light-induced reaction from a caged precursor in a microfluidic flow chamber upstream of the cell. The flow photolysis approach is combined with an automated real-time cell tracker that determines changes in the cell position and triggers movement of the microscope stage such that the cell motion is compensated and the cell remains at the same position in the gradient profile. The gradient profile can be either determined experimentally using a caged fluorescent dye or may be alternatively determined by numerical solutions of the corresponding physical model. To demonstrate the function of this adaptive microfluidic gradient generator, we compare the chemotactic motion of Dictyostelium discoideum cells in a static gradient and in a gradient that adapts to the position of the moving cell. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4978535]

I. INTRODUCTION

Chemotaxis, the directed motion of a cell towards a source of chemoattractant, plays a key role in many biological processes including morphogenesis, wound healing, and cancer metastasis. Laboratory investigations of chemotaxis require techniques to generate a chemoattractant concentration gradient. Over the past decades, a wide repertoire of gradient generating techniques has been established. One of the simplest methods is the micropipette assay based on the diffusion of the chemoattractant out of a glass capillary. It generates a radially symmetric gradient profile that allows for rapid qualitative tests but is not suited for quantitative longtime measurements under defined conditions as the concentration profile is not well controlled and varies with time.

More elaborate classical gradient assays rely on diffusion to establish a linear gradient between two reservoirs of liquid with different chemoattractant concentrations. For example, the Dunn chamber consists of a glass slide with two concentric wells that contain different concentrations of chemoattractant. A coverslip with the cells attached to it is placed on top of the glass slide, forming a narrow gap between the two reservoirs where the gradient is formed by diffusion. Similar designs and variations of it have been proposed and are successfully used to study chemotactic motion until today.

Over the past decade, microfluidic techniques have been established as a popular tool to perform live cell experiments in well-controlled micro-environments. With the advent of polydimethylsiloxane (PDMS)-based soft lithography, well-established low-cost protocols for the routine fabrication of microfluidic chambers became widely available. Also chemoattractant gradients can be readily generated in a microfluidic device. In many cases, gradients are generated by diffusion between adjacent layers of liquid in a laminar flow. The most prominent example based on this principle is the pyramidal mixing network, where liquid of two different concentrations is pumped through a multi-level bifurcating microchannel network. At each level of the network, liquid from neighboring channels is diffusively mixed to create an intermediate chemoattractant concentration, so that finally multiple equidistant concentration levels between the two initial concentrations are generated and joined together to form a linear gradient profile perpendicular to the flow. Besides gradient mixers that operate under continuous flow conditions, also flow-free microfluidic gradient devices have been designed and are used, for example, to study the motion of chemotactic bacterial swimmers.

While common microfluidic gradient devices offer excellent control over the chemoattractant profile on a micron scale, the temporal resolution is typically low. In most cases, it takes several minutes or longer to establish a stable gradient profile or to switch its direction. In contrast to this, upstream chemotactic signaling events occur already a few seconds after receptor stimulus. Detailed studies of the chemotactic signaling dynamics thus require methods to apply chemoattractant stimuli with a temporal resolution that matches this time scale.
To meet this challenge, we have developed the flow photolysis approach. Flow photolysis combines the advantages of microfluidic tools with the photochemical release of caged signaling molecules. Cells are placed in a microfluidic channel under a gentle, constantly running fluid flow that contains a biologically inert, caged signaling agent. To stimulate individual cells, the caging group is split off by short wavelength irradiation inside a confined region immediately upstream of the cell. The released substance is then transported by the flow downstream across the cell. Sub-second switching times of chemical stimuli can be achieved in this way. Furthermore, the spatial distribution of the released substance can be precisely controlled. The wider the illuminated region extends in the direction of the flow, the longer is the caged substance exposed to the light source and the more signaling substance will be released. Based on this simple interplay of fluid flow and light source geometry, a wide variety of concentration profiles can be tailored.

We can thus control chemical stimuli on the length scales of individual cells with sub-second temporal resolution.

In its original form, chemotaxis experiments based on flow photolysis share a common limitation that is inherent to all gradient generating devices: while the gradient steepness remains constant for a chemotactic cell that moves in a linear gradient, the average background concentration that the cell experiences changes as it moves along the gradient. None of the available gradient techniques provides conditions such that both the gradient steepness and the background concentration remain constant as the cell moves up the gradient. Here we will present an experimental setup that fills this gap. The setup enables us to perform chemotactic migration experiments in the course of which the concentration profile is kept constant at the location of a moving cell. This is achieved by combining the flow photolysis method with a real-time cell tracking algorithm that controls a motorized microscope stage. By moving the stage, the setup compensates the motion of the cell in such a way that it remains at a constant midpoint concentration in the chemoattractant gradient.

Our method is limited to single cell experiments. Simultaneous measurements on populations of cells are not possible. As we rely on flow photolysis, our approach is also limited to chemoattractants that are available in a caged variant. The direct quantification of concentration profiles released by flow photolysis is difficult. The most common way relies on comparison with the release of caged fluorescent dyes. Also, fluorescent cages are available, so that the amount of released signaling substance is directly related to the fluorescence signal. However, due to the small volumina in microfluidic chambers and the minute amounts of released cage, this approach is hampered by very small signal intensities. In this work, we propose an alternative approach that relies on determining the concentration profile by numerical solution of a physical model that includes all relevant processes involved in the release of the caged compound. This allows us to calculate the concentration profile at every time point during the imaging process.

The paper is organized as follows. In Section II, the experimental setup is introduced, including the image processing procedure and the fabrication of microfluidic devices. The theoretical basis of calculating the concentration profile that results from flow photolysis is presented in Section III. Section IV presents results that demonstrate the performance of our setup and provide a first representative study of Dictyostelium chemotaxis under different gradient conditions that can only be achieved with this type of setup. The article closes with a conclusion in Section V.

II. MATERIALS AND METHODS

A. Imaging setup

The imaging setup consists of an Olympus IX 71 microscope (Olympus) with a motorized microscope stage (Scan 112 × 74 and Controller Tango2 Desktop 1.25 A, Marzhaeuser), see Fig. 1 for a schematic representation of the setup. The position of the stage can be controlled via a serial interface with a precision of 1 µm. On the stage,
the microfluidic device is fixed in the optical light path (for fabrication of the device, see Sec. II C). With a LUCPlan-FLN 20X/0.45 PH1 phase contrast objective (Olympus) and an Olympus F-View II greyscale camera, phase contrast images of the amoeba cells are recorded.

A M365L2 UV-light-emitting diode (LED) (Thorlabs) emits light with a wavelength of 365 nm that lies well within the absorption peak of DMNB-caged cAMP and provides the energy that leads to photolysis of the caged compound. The light emitted by the LED passes a collimator and a filter wheel which carries several apertures of different shapes. The UV beam is coupled into the imaging light path using a U-MWU2 filter block (Olympus) and illuminates an area within the field of view upstream of the cell of interest. In this way, uncaged cAMP molecules are transported from the illuminated area with the fluid flow towards the cells. The differently shaped apertures are used to create different concentration gradient profiles based on the principle of flow photolysis. The downstream distance between the illuminated area and the cells has to be chosen as small as possible to avoid blurring of the concentration profile by lateral diffusion, but large enough in order to prevent damaging the cells by UV stray light. In our case, the downstream distance was set to approximately 350 μm.

The spatially resolved UV light density was calculated from a fluorescence image of the microchannel filled with a fluorescein solution and the total power which was measured by an optical power meter (Thorlabs PM100).

B. Image processing and control

Phase contrast images taken with the Olympus F-View II camera are directly transferred to a computer for further processing with Matlab (MathWorks GmbH). To lower the CPU load, realtime image processing is restricted to a rectangular (i.e., 130 × 115 μm²) region of interest (ROI) within the field of view, which corresponds to a field of about 460 × 350 pixel. First, a brightness normalization is carried out by dividing each grayscale value by the global standard deviation. In order to reduce the influence of noise in the subsequent image segmentation process, the images are preprocessed with a Wiener filter. For contour detection the absolute value of the normalized gradient image is calculated. By thresholding normalized gradient values greater than 1.0, a binary mask was generated. The surface within closed edges was filled with the Matlab function imfill. The Matlab function bwlabel assigns numbers to all detected areas. Our algorithm then chooses the area of interest based on a weighting function that considers the cell area and its distance from the center of the ROI. Finally, depending on the modus of operation, the position of the ROI or the microscope stage is adjusted in order to center the cell of interest within the ROI. The different modi of operation are described below.

1. Static spatial gradient

The cell moves along a chemoattractant gradient that is created by flow photolysis in the direction of increasing concentration. While the cell moves, the average concentration at its location increases (if the gradient profile is not linear, also the gradient steepness may change). This corresponds to the setting typically encountered in natural situations and in most of the common gradient generating devices. In this modus, the algorithm moves the ROI so that the cell stays in its center at every time step.

2. Dynamically adapted spatial gradient

The cell moves along a chemoattractant gradient in the direction of increasing concentration. While the cell moves, both the gradient profile and the average concentration remain constant at the location of the cell. This is achieved by compensating cell movement by moving the microscope stage. In this way, the ROI with the cell at its center stays at the same place in the field of view and thus also at the same location in the gradient created by flow photolysis. A further benefit of this modus is that chemotaxis can be recorded over a long time, as the cell cannot leave the field of view and does not reach saturation levels as the surrounding chemoattractant concentration remains constant.

3. Temporal gradient

The cell is exposed to a spatially uniform concentration of chemoattractant. This can be achieved by performing flow photolysis with a rectangular aperture in front of the uncaging light source. Again, cell movement is compensated by the movement of the microscope stage, so that the ROI with the cell at its center stays at the same place in the field of view. However, now we couple the direction of cell movement to the intensity of the uncaging light source, so that movement in a given direction is rewarded by an increase of the spatially uniform chemoattractant concentration, while movement in the opposite direction results in a decrease of the chemoattractant. For a schematic summary of the image processing steps and the different modi of operation see Fig. 2.

C. Microfluidics

Our flow photolysis experiments are performed in microfluidic channels that offer a high level of control due to the strictly laminar flow conditions. These devices are fabricated using standard soft lithography techniques. First, a negative foto mask with the microchannel pattern is designed and printed on a transparent film (JD Photo-Tools). A silicon wafer is coated with a 40 μm layer of SU-8 photoresist (micro resist technology GmbH) using standard spin coating and soft baking protocols. The coated wafer is then exposed to UV light using a Tamarack UV-Exposure Unit model PRX 500/1000/2000. The film mask is placed between the UV light source and the wafer to initiate cross-linking of the photoresist only in those areas that are part of the channel structures. Finally, the wafer is placed in a developer solution of acetone and isopropyl alcohol (VWR). The developer dissolves the non-crosslinked parts of the photoresist, resulting in a wafer that carries the desired channel layout as a photoresist microstructure (so-called master wafer).

The structured wafer serves as a mold for the fabrication of the microfluidic chip by standard soft lithography. A 5 mm layer of a mixture of PDMS and curing agent (Sylgard) is
given onto the wafer, air bubbles are removed under reduced pressure inside a desiccator, and the PDMS is hardened by baking at 80 °C for 180 min. After baking, the PDMS is cut and detached from the master wafer. Inlets and outlets are punched into the PDMS with a syringe needle. Finally, the device is sealed from below with a glass cover slip. This is achieved by a 3 min treatment of the PDMS block and the glass slide in an air plasma inside an PDC002 plasma cleaner (Harrick Plasma). When brought into contact immediately after plasma treatment, a permanent bond is formed between the PDMS block and the glass cover slip. The microfluidic channels used in our experiments were 40 µm × 1500 µm × 35 mm in size.

Prior to the experiment, a suspension of starvation developed Dictyostelium cells is infused into the microfluidic channel, and the cells are allowed to settle down and attach to the glass bottom surface for approximately 15 min. Then, a 0.25 ml glass syringe (Hamilton Bonaduz) is filled with Sørensen buffer containing 10 µM of DMNB-caged cAMP, mounted onto a PHD 2000 syringe pump (Harvard Apparatus), and connected to the other inlet of the microchannel via a polytetrafluoroethylene (PTFE) tubing (0.56 mm × 1.07 mm, Adtech Polymer Engineering). The solution is infused at a volume rate of 0.15 µl/min resulting in a constant flow speed of 41 µm/s inside the channel.

**D. Preparation of cell cultures**

For our realtime tracking experiments Dictyostelium discoideum WT-AX2 cells have been used. The cells were grown as an adherent culture in polystyrene cell culture flasks (Sarstedt AG & Co) at 21 °C in HL5 medium (Formedium, Ltd.). For the preparation of an experiment, cells were washed twice and starved in shaking Sørensen buffer (2 g KH₂PO₄, 0.36 g Na₂HPO₄·2H₂O per 1 l, pH 6.0) with a density of about 6.5 · 10⁶ cells/ml. To synchronize development, cells were pulsed with 50 nM cAMP every 6 min, so that the cAMP concentration increased by that value with every pulse. When cells start to aggregate after about 6 h, part of the cell suspension was sucked through a PTFE tubing into a disposable syringe. The tubing was then connected to an inlet of the microchannel and the suspension was infused into the channel.

**III. THEORETICAL ESTIMATE OF THE CHEMOATTRACTANT PROFILE**

In order to determine the chemoattractant concentration profile at the location of the cell inside the microfluidic device, we perform numerical simulations of the underlying physical model. It contains the photolytic release of cAMP and the advective and diffusive transport in the microchannel with a given flow profile.

**A. Flow profile in the microchannel**

For an incompressible Newtonian fluid under stationary flow conditions and at a low Reynolds number, the time dependent Navier-Stokes equation simplifies to a time independent Poisson equation. For a channel with a rectangular cross section, constant fluid volume flow, and no-slip boundary conditions, the full solution of this equation yields a velocity profile along the channel height and width that can be expressed by an infinite sum of harmonics. If the channel has infinite width, i.e., for a unidirectional flow between two infinitely extending parallel plates, the solution simplifies to a parabolic profile along the channel height.
the z-direction can still be approximated by the solution of the infinitely wide channel with an additional correction factor $\kappa$, 

$$\vec{v} = \frac{6\lambda V}{h^3 b} z (h - z) \hat{e}_z,$$  

(1)

where $V$ denotes the volume inflow rate, $b$ is the width, $h$ the height of the channel, and $\hat{e}_z$ the unit vector in z-direction, see also Fig. 3. The correction factor $\kappa$ is determined by comparing the velocity profile for infinitely extending parallel plates with the solution for a channel of finite width. As the volume flow is directly proportional to the average cross-sectional flow velocity, the effect of the correction factor is to increase the speed in the central region of the channel to compensate for the lower volume flow at the side walls,

$$\kappa = \frac{\langle v_{\infty} \rangle}{\langle v \rangle} = \frac{2 v_{\max}}{3 \langle v \rangle},$$  

(2)

where $\langle v_{\infty} \rangle$ denotes the mean velocity of a flow between two infinitely extending parallel plates. Numerator and denominator are infinite series. Transforming this equation into a symmetric form that depends on $h/b$ and $b/h$ yields a suitable parameter $\vartheta$ to fit Equation (2). Determining the coefficients leads to an approximation within a maximum error of 0.2%,

$$\kappa \approx 1 + 0.792 \vartheta - 0.0113 \sin(4\pi \vartheta), \quad \vartheta = \left(\frac{h}{b} + \frac{b}{h}\right)^{-1}.$$  

(3)

### B. Intensity of the uncaging light

To reliably calculate the amount of released cAMP, a precise estimate of the uncaging light intensity inside the microfluidic channel is required. In particular, we need to take the losses in light intensity due to reflection and absorption into account that occur when the light passes the interfaces between different media. The reflection loss of a perpendicular entry from one into another medium can be derived from the Fresnel equations,

$$R_{12} = \left(\frac{n_2 - n_1}{n_2 + n_1}\right)^2.$$  

(4)

When the beam passes the glass slide it experiences losses due to reflections $R_{ag}$ upon entering the slide, losses due to absorption within the glass slide itself $A_g = 1 - e^{-\alpha_g z} \approx \alpha_g z$, and losses $R_{gs}$ due to reflections when passing the second surface between glass and solution. Here, $R_{ag}$ denotes the reflectance of the air/glass interface, $A_g$ the absorbance of the glass with absorption coefficient $\alpha_g$, and $R_{gs}$ the reflectance of the glass/solution interface. Neglecting second order reflections and low absorption of the aqueous solution inside the channel, the effective transmission $T$ is approximately

$$T = (1 - A_g)(1 - R_{gs}).$$  

(5)

For the setup used here we obtain $T = 0.94$. Once the beam with an initial power density $S_0(x, y)$ has passed the different interfaces, only an amount of $S(x, y) = T S_0(x, y)$ is available within the channel.

### C. Light-induced release of cAMP

If the solution that carries the caged cAMP is illuminated by UV light of wavelength $\lambda$, it absorbs energy per volume with a rate of

$$\frac{dE_a}{dt} = S(x, y) \alpha \varphi \, dz.$$  

(6)

In general, the absorption coefficient $\alpha$ is different for different substances and wavelengths $\lambda$. This absorption coefficient can be derived from the extinction coefficient $\epsilon$ and the concentration of the caged compound $c_0$ by $\alpha = \epsilon c_0$ in 10. Here, experimental values of $\epsilon$ for aqueous solutions of the caged compound are used, see Table II. Hydrolysis of the two isomeric forms of DMNB-caged cAMP was taken into account for the time between the dissolution of the caged compound in water (both isomers in a ratio of 1:1) and the beginning of the experiment. During this time, they undergo hydrolysis at different rates, see Table II. The concentration $c_0$ is then given by the sum of the concentrations of both isomers at the beginning of the experiment. For the extinction coefficient $\epsilon$ we take the average of the extinction coefficients of the two isomers, weighted by the corresponding concentration ratio. We do not consider thermal heating since the absorption of UV light in water can be neglected over the channel height. The absorbed energy $E_a$ corresponds to the number of absorbed photons $N_a$

$$\frac{dE_a}{dt} = \frac{hc}{\lambda} \frac{dN_a}{dt}.$$  

(7)

Neglecting thermal heating, the absorbed energy splits molecules of the caged compound with a certain probability $\varphi$, denoted as the quantum yield, which corresponds to the number of chemoattractant molecules $N_1$ released per absorbed photon. With Eqs. (6) and (7) we obtain

$$S(x, y) \alpha \varphi = \frac{hc}{\lambda} \frac{dN_1}{dV} \frac{dV}{dt}. $$  

(8)

We denote the concentration of the released signaling substance with $c_1$. Based on the relation between number density and concentration $dN_1/dV = N_A c_1$ with $N_A$ denoting the Avogadro constant, Eq. (8) can be rewritten as

$$\frac{dc_1}{dt} = \frac{hc \alpha \varphi S(x, y)}{\lambda c_0 N_A},$$  

(9)

which describes the temporal change in the chemoattractant concentration due to light-induced release by photo-uncaging.

### D. Spatiotemporal evolution of cAMP concentration

The full spatiotemporal evolution of the concentrations of caged cAMP ($c_0$) and released cAMP ($c_1$) is governed by the
respective reaction-diffusion-advection equations. Note that caged compounds are typically not stable in aqueous solution and degrade with a certain rate constant $k$. Together with the light-induced release described above, this decay is part of the source and sink terms that couple the equation for $c_0$ and $c_1$.

$$\frac{\partial c_0}{\partial t} = \nabla (D_0 \nabla c_0) - \vec{v} \cdot \nabla c_0 - \left( k + \frac{\lambda \varphi \ln 10}{h c N_A} \right) c_0,$$

(10)

$$\frac{\partial c_1}{\partial t} = \nabla (D_1 \nabla c_1) - \vec{v} \cdot \nabla c_1 + \left( k + \frac{\lambda \varphi \ln 10}{h c N_A} \right) c_0.$$

(11)

Here, $D_0$ and $D_1$ denote the diffusion constants of caged and released cAMP, respectively. If diffusive transport of a substance with diffusivity $D$ along the height of the channel is much faster than advective transport, the concentration profile along the height levels out and a two dimensional calculation is sufficient. This approximation holds if the Taylor condition is fulfilled,$^{19,32,33}$

$$\frac{h^2}{4 \pi^2 D} \ll \frac{l}{(\nu)},$$

(12)

which compares the typical diffusion time with the time scale of advective transport over the distance $l$ between the uncaging region and the position of the cell in the channel. For the two-dimensional approximation in a rectangular channel, Taylor-Aris theory yields an effective diffusion coefficient in flow direction of$^{32-35}$

$$D_n = D + \frac{(\nu)^2 l^2}{210 D},$$

(13)

while the diffusion coefficient $D$ perpendicular to the flow remains unchanged. Thus, $D_0$ and $D_1$ in Eqs. (10) and (11) are two-dimensional matrices of the form

$$D = \begin{pmatrix} D_n & 0 \\ 0 & D \end{pmatrix}.$$  

(14)

E. Numerical integration

We solved the system of Equations (10) and (11) numerically using a finite difference scheme. To save CPU time, we relied on the two-dimensional approximation based on Taylor dispersion as explained above. The images taken by the microscope camera displayed an area of $470 \times 350 \mu m^2$. For the integration of Eqs. (10) and (11) this area was discretized with an equidistant grid with spatial step size $\chi_x = \chi_y = 3 \mu m$.

To avoid boundary effects, the grid was extended for 50 $\mu m$ beyond the region of interest. The maximum time step $\tau$ per iteration was derived by the von Neumann stability analysis. For a two dimensional grid we obtained

$$\tau \leq \min \left( \left( \frac{2 D_{\mu}}{\chi_x^2} + \frac{2 D_{\nu}}{\chi_y^2} \right)^{-1} \times \frac{2 D_{\nu}}{\chi_y^2} \right).$$

(15)

To compute the light-induced cAMP release, the space dependent power density $S_0(x,y)$ is required. It was derived experimentally from a measurement of the total power of the uncaging light beam and a grayscale fluorescence image of the illuminated uncaging area. The latter was obtained in an independent experiment, where a fluorescein solution was filled into the microfluidic channel and excited with the uncaging light source. The experimentally derived profile of $S_0(x,y)$ is shown in Fig. 4(a) and was used in our numerical simulations. Based on the experimentally recorded trajectories, cAMP concentration and cAMP gradient were computed at every cell position for all time steps.

F. Approximations and uncertainty

We assumed that the light intensity is only a function of $x$, $y$, and $t$. As UV light absorption over the 40 $\mu m$ channel height in $z$-direction is very low, the resulting error is negligible. With the Taylor condition fulfilled, we could also reduce the flow and transport equations to a two-dimensional form. We neglected the local distortions of the velocity field induced by the cell itself. However, considering the flow speed in our chamber and the diffusivity of cAMP, this is a valid approximation.$^{16}$

To estimate errors in the numerically derived cAMP concentration profiles that were introduced by the discretization scheme of our simulations, we have performed worst case test runs, with a grid size and time step close to the limit of numerical stability. In these cases, the maximum error was about 10%, which can be seen as an upper limit of the error introduced by our simulations. Similarly, we have compared the results of two- and three-dimensional simulations. Here, the maximum difference was on the order of only a few percent.

An additional uncertainty stems from the values of model parameters that were extracted from the literature, in particular, the diffusion coefficients $D$ of the caged and uncaged forms of the chemoattractant, the quantum yield $\varphi$, and the extinction coefficients $\epsilon$. In addition, if the caged chemoattractant is prone to hydrolysis, the initial concentrations
FIG. 5. (a) Numerical simulation of the steady state concentration field and (b) its absolute gradient and gradient direction for a flow speed of 41 µm/s of a 10 µM DMNB-cAMP solution with the UV illumination profile shown in Fig. 4(a). (c) Saturation of concentration and (d) of its gradient components at the position of the cell, $x = 350 \mu m$ and $y = 150 \mu m$, after switching on the UV uncaging light source.

$c_0$ and $c_1$ depend on the corresponding decay time. Here, we rely on the error estimates of the corresponding literature sources, see the references given in Table II.

IV. RESULTS

This section is divided into two parts. First, we will characterize the adaptive microfluidic gradient generator. Second, we will compare chemotaxis of the social amoeba Dictyostelium discoideum under two different gradient conditions, (a) a static spatial cAMP gradient and (b) a dynamically adapted spatial cAMP gradient.

A. Characterizing the setup

All experiments are performed inside a microfluidic channel and viewed under an optical microscope as described in Sec. II. The channel is oriented such that fluid with the caged compound flows from left to right through the field of view. Light emitted by a UV-LED with a wavelength of $\lambda = 365$ nm is directed through a triangular aperture and coupled into the light path of the microscope, such that a triangular region within the field of view is exposed to the UV light as shown in Fig. 4(a). The exposure time of the caged compound to the UV light and thus the amount of photochemically released substance depends on the flow speed and the width of the illuminated region in flow direction. For a triangular uncaging region, the width and thus the amount of released substance change perpendicular to the flow direction. In this way, the triangular geometry of the uncaging region is converted into a concentration gradient perpendicular to the flow direction downstream of the illuminated area.18

Here, we will perform chemotaxis experiments with the social amoeba Dictyostelium discoideum. They require a caged version of the chemoattractant cAMP. However, as cAMP cannot be directly imaged, we rely on an uncaging experiment with CMNB-caged fluorescein to characterize the performance of our setup. With the help of CMNB-caged fluorescein, we can visualize the spatiotemporal concentration profile downstream of the uncaging region by fluorescence excitation of the uncaged fluorescein, see Fig. 4(b). The fluorescence distribution can be taken as an estimate for the relative shape of the cAMP concentration profile, as fluorescein and cAMP have similar diffusion coefficients. However, the absolute value of the cAMP concentration cannot be measured in this way.

For a quantitative estimate, we rely on the theoretical approach to calculate the concentration of photo-chemically released cAMP that was described in Sec. III. In particular, we perform numerical simulations of Equations (10) and (11) to determine the absolute cAMP concentration and its gradient at every point in space and time depending on the power of the UV light source. Figure 5(a) shows the stationary concentration field after the initial transient as determined by numerical simulations. The simulation parameters are given in Tables I and II. Together with the experimentally measured cell trajectories, the numerical simulation yields the cAMP concentration and the concentration gradient which each cell is experiencing over time. Based on this information, several parameters to characterize the chemotactic behaviour can be determined.

We also characterized the initial transient in the concentration profile that is observed after switching on the uncaging light source. To illustrate how the concentration profile is established, the temporal evolution of the concentration and of its gradient is shown in Figs. 5(c) and 5(d) at a fixed location downstream of the uncaging region ($x = 350 \mu m$, $y = 150 \mu m$). For the present choice of parameters, the switching time is about 10 s. Note that during the switching, also a

<table>
<thead>
<tr>
<th>Medium</th>
<th>Refraction index $n$</th>
<th>Absorption coefficient $\alpha$ in $10^{-3}$ cm$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air</td>
<td>1.00</td>
<td>$\approx 0$</td>
</tr>
<tr>
<td>D263 glass</td>
<td>1.52</td>
<td>708</td>
</tr>
<tr>
<td>Water</td>
<td>1.35</td>
<td>1.6181</td>
</tr>
<tr>
<td>PDMS$^{29,30}$</td>
<td>1.40</td>
<td>$&lt; 51$</td>
</tr>
</tbody>
</table>
transient gradient in the direction of the uncaging light source occurs.

In its current configuration, our setup can track cells with a speed of up to 20 \( \mu \text{m/s} \). This limit is imposed by the cutoff parameter of the particle tracking algorithm and the maximal frame rate in our experiments. When increasing the frame rate, the critical speed could be increased at the cost of lower contrast and resolution. However, most adherent eukaryotic cells move much slower than this critical speed, so that the current settings are sufficient for most applications. When tracking motile cells that are much slower, the only constraint is that the stability of the caged compound has to be compatible with the duration of the experiment. In particular, during the experiment, the concentration of the caged material should not change by more than a few percent. This can be estimated from the hydrolysis decay time of the caged compound.

<table>
<thead>
<tr>
<th>Compound</th>
<th>Extinction coefficient ( \varepsilon ) in M(^{-1})cm(^{-1})</th>
<th>Quantum yield ( \psi )</th>
<th>Absorption maximum ( \lambda ) in nm</th>
<th>Hydrolysis decay time ( \tau ) in 10(^3) s</th>
<th>Diffusion coefficient ( D ) in ( \mu \text{m}^2/\text{s} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMNB-cAMP ax.(^{22})</td>
<td>5800</td>
<td>0.05</td>
<td>345</td>
<td>125</td>
<td>267</td>
</tr>
<tr>
<td>DMNB-cAMP eqv.(^{22})</td>
<td>6000</td>
<td>0.05</td>
<td>346</td>
<td>20.8</td>
<td>267</td>
</tr>
<tr>
<td>CMNB-fluorescein</td>
<td>16500</td>
<td>0.13</td>
<td>334</td>
<td>Stable</td>
<td></td>
</tr>
<tr>
<td>cAMP(^{31})</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>Stable</td>
<td>440</td>
</tr>
<tr>
<td>Fluorescein</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>Stable</td>
<td>425</td>
</tr>
</tbody>
</table>

B. Dictyostelium chemotaxis in static and dynamically adapted gradients

We now compare the chemotactic performance of Dictyostelium cells under two different gradient conditions. (a) In a static gradient, the concentration profile remains constant in space, corresponding to a fixed position of the source of chemoattractant. Here, the average concentration in the vicinity of the cell increases as the cell moves up the gradient, while the gradient remains constant in case of a linear profile. (b) In a dynamically adapted gradient, cell movement is compensated by automatically adjusting the position of the microscope stage. Thus, the moving cell remains at the same position in the gradient profile. In this way, both the average concentration and the slope in the concentration profile are kept constant at the position of the cell.

In Fig. 6, two sets of cell trajectories are shown that were recorded under conditions (a) and (b), respectively.

Visual inspection does not indicate any qualitative differences between the two data sets. In both cases, directed cell movement along the concentration gradient (in the positive y-direction) is observed on average. In addition, cells have a tendency to move upstream (in the negative x-direction). This may be induced either by the transient gradient in flow direction following initiation of the uncaging process, see Fig. 5(d), or it may be related to the mechanical stimulation of the cells by fluid shear stress (rheotaxis).\(^{36}\)

To illustrate the difference between the two types of gradient experiments performed here, we display the time traces of the cAMP concentration and the cAMP gradient at the positions of individual cells for both types of experiments. In Figs. 7(a) and 7(b), we show the temporal evolution of concentration and gradient steepness for cells that move in a static gradient. It can be clearly seen, how the concentration increases over time as some of the cells move up the gradient. Also the gradient steepness shows a slight time dependence indicating that the gradient profile is not strictly linear. In Figs. 7(c) and 7(d), the corresponding time traces for the dynamically adapted gradient are shown for comparison. Here both the concentration and its gradient remain constant as the movement of cells is compensated by the microscope stage so that each cell remains at a fixed position in the gradient profile.

In Table III, we show the results of a quantitative cell track analysis for the two cases and a control data set acquired with the same setup but in the absence of a cAMP gradient. The average cAMP concentration \( \langle c \rangle \) and the average cAMP gradient \( \langle |\nabla c| \rangle \) the cells are experiencing are similar in both gradient cases. Also, the overall gradient direction is the same, \( \langle |\phi| |\nabla c| \rangle \sim 90^\circ \). The average speed \( \langle \nu \rangle \) is clearly increased in the presence of a cAMP gradient compared to the control. However, also here no difference between the two gradient cases is observed.

FIG. 6. Trajectories of chemotactic Dictyostelium cells (a) in a static spatial cAMP gradient and (b) in a dynamically adapted cAMP gradient. The starting points of all trajectories are shifted to the origin; colors are coding the time after starting the measurement.
To quantify the directionality of cell movement, we determined the chemotactic index $\tilde{C}_I$, a common parameter that measures the chemotactic performance of a cell. It is typically defined as the distance traveled in gradient direction (the positive y-direction in our case) divided by the total path length. For a constant speed this definition is equal to the mean of $\cos \phi$ taken along the entire trajectory, where $\phi$ is the angle between the velocity vector and the gradient direction. The control experiment displays a chemotactic index close to zero, indicating that in the absence of a cAMP gradient, the probability for a cell to move in the positive and negative y-directions is equal. In contrast, the chemotactic index is clearly positive in both gradient cases, where similar $C_I$ values were observed. We note, however, that the $\tilde{C}_I$ is slightly higher in the case of a static gradient even though the average gradient was lower in this case. This indicates that chemotaxis is more efficient in cases where the average chemoattractant concentration increases while the cell moves up the gradient. Thus, out of the two cases tested here, cells perform better in the situation that is more frequently encountered under natural conditions, i.e., in the presence of a spatially fixed source of chemoattractant.

Note that the time resolved character of our numerical simulations also allows for the definition of an alternative chemotactic index $\tilde{C}_I$. In contrast to the chemotactic index $C_I$ that is defined with respect to a fixed spatial direction, $\tilde{C}_I$ is based on the local and possibly time dependent gradient direction. While this does not significantly change our present results (see Table III), this alternative definition may be useful if more sophisticated time-dependent stimulation protocols are used.

We have also compared the chemotactic performance in a static spatial gradient with results from conventional microfluidic gradient chambers and found good agreement (data not shown). In particular, for steep cAMP gradients, saturation of the chemotactic response occurred at similar gradient values and agreed with estimates of the receptor occupancy based on the known $K_d$ value of the Dictyostelium cAMP receptor.37

V. CONCLUSION

In summary, we have presented an adaptive microfluidic gradient generator for chemotactic single cell stimulation. Our setup combines the local generation of chemoattractant stimuli by photo-uncaging in a micro-flow (flow photolysis) with a real-time cell tracker that is coupled to a motorized microscope stage, so that the chemoattractant stimulus can be adapted in response to cell movement. In a first set of experiments, we exemplified our technique by comparing data from cells that move in a static spatial gradient with cells that move in a dynamically adapted gradient, where both the average local concentration and the gradient steepness are kept constant at the position of the moving cell.

We envision numerous future applications for our setup. For example, our setup will allow us to study the role of temporal versus spatial sensing in eukaryotic chemotaxis. For swimming bacteria that typically move in run-and-turn

![Graphs and tables from the text are not generated here as they are not visible in the text.]

**FIG. 7.** (a) Concentration and (b) its gradient determined by numerical simulation at the position of Dictyostelium cells moving in a static spatial cAMP gradient. (c) Concentration and (d) its gradient determined by numerical simulation at the position of cells moving in a dynamically adapted cAMP gradient.

**TABLE III.** Comparison of chemotactic parameters’ errors is given as standard error, angles are given in degree.

| Mode     | N   | $\langle \nu \rangle$ ($\mu$m/min) | $\langle \phi_v \rangle$ (deg.) | $\langle |\nabla c| \rangle$ (nM/μm) | $\langle |\phi_{\nabla c}| \rangle$ (deg.) | $C_I$ res. to $\phi_{ref}=90^\circ$ | $\tilde{C}_I$ res. to $\phi_{\nabla c}$ |
|----------|-----|----------------------------------|---------------------------------|----------------------------------|-------------------------------------|---------------------------------|---------------------------------|
| Control  | 44  | 12.0 ± 1.2                       | 199 ± 13                        | 0                                | 0                                   | (0.11 ± 0.05)                  | …                               |
| Natural  | 8   | 16.8 ± 2.4                       | 93 ± 25                         | 2.23 ± 0.28                      | 8.03 ± 0.52                         | 89.8 ± 1.4                     | 0.54 ± 0.12                     |
| Adaptive | 8   | 16.8 ± 1.8                       | 129 ± 24                        | 2.35 ± 0.15                      | 8.59 ± 0.51                         | 92.7 ± 0.3                     | 0.48 ± 0.09                     |
patterns, it is well know that they respond to chemotax-
trant gradients by modulating their turning rate in response to
temporal changes of the chemotaxant concentration (tem-
poral sensing). In contrast, many eukaryotic cells can measure
spatial concentration gradients across their cell body even if
they remain at a fixed location (spatial sensing). However, also
in the case of eukaryotic chemotaxis, additional contributions
from a temporal sensing mechanism may play a role. Our adap-
tive single cell stimulation setup opens up ways to study such
mechanisms. In particular, we can stimulate chemotactic cells
with a spatially uniform chemotaxant concentration that
changes depending on the direction of motion of the cells as
explained in Sec. II B, scenario (c). Only cells that are able
to perform temporal sensing will be able to identify the direc-
tion of motion, which is rewarded by an increasing uniform
chemotactic concentration.
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