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Chapter 1

Introduction

Extremal Combinatorics is one of the central branches of discrete mathematics and has developed spectacularly over the last few decades. It has lots of intriguing connections and important applications in various areas such as theoretical computer science, operations research, discrete geometry, probability theory and number theory.

Extremal Combinatorics studies how large or how small a structure can be, if it does not contain certain forbidden configuration. One of its major areas of study is extremal set theory, where the structures considered are families of sets, and the forbidden configurations are restricted intersection patterns. A fundamental result in this direction is the Erdős-Ko-Rado theorem [37] which determines the maximum size of uniform intersecting families. Another central area is extremal graph theory, in which the structures being studied are graphs, and the configurations to be avoided are given subgraphs. A basic result in this area is Turán’s theorem [94], which gives the maximum number of edges in graphs with no copy of a given clique. Inspired from these theorems, countless extensions and variations have been developed. We shall discuss some of them in subsequent chapters.

One of the very active areas of research related to popular recreational games (e.g. Tic-Tac-Toe and Hex) is positional games. It enjoys fruitful interconnections with other combinatorial disciplines such as Ramsey theory, probabilistic combinatorics, and theoretical computer science. In the most general form, a positional game is a perfect information game described by a finite set of positions (the board) and by a family of subsets of the board (winning sets). Two players then alternatively claim previously unclaimed positions until they fully occupy the board. Different types of positional games are characterised by (different) rules that are used to determine the winner.

In this dissertation, we focus on various aspects of extremal combinatorics, including
positional games, as well as the employment of the spectral method and the stability approach to study extremal problems. In the following, we shall briefly overview the topics that will be covered in the dissertation.

1.1 Removal and stability for Erdős-Ko-Rado

For positive integers $n$ and $k$ with $1 \leq k \leq n$, let $[n]$ denote the set of the first $n$ natural numbers and let $\binom{[n]}{k}$ denote the family of all $k$-element subsets of $[n]$. A subfamily of $\binom{[n]}{k}$ is said to be intersecting if it does not contain a disjoint pair of sets. It is natural to ask how large such a family can be. When $n < 2k$, there are no two disjoint sets, and so $\binom{[n]}{k}$ is the maximal intersecting family. When $n \geq 2k$, a trivial construction is to take all sets containing some fixed element $i \in [n]$. This intersecting family contains $\binom{n-1}{k-1}$ sets which turns out to be the best possible due to Erdős, Ko and Rado [37].

A recent trend in extremal set theory is to go beyond the Erdős-Ko-Rado threshold and study the structure of families that need not to be intersecting, but contain few disjoint pairs. In this direction, Friedgut and Regev [49] proved a general removal lemma, showing that when $k = cn$ for some constant $0 < c < \frac{1}{2}$, a subfamily of $\binom{[n]}{k}$ with few disjoint pairs can be made intersecting by removing few sets. One of our main contributions in this chapter is to provide a simple proof of a special case of this theorem, when the family has size close to $\binom{n-1}{k-1}$. However, our theorem holds for all $2 \leq k < \frac{n}{2}$ and provides sharp quantitative estimates.

The Knöser graph $K(n,k)$ is the graph with vertex set $\binom{[n]}{k}$ such that two vertices are adjacent if they are disjoint. For $p = p(n,k) \in [0,1]$, let $K_p(n,k)$ be the graph obtained from $K(n,k)$ by retaining each edge of $K(n,k)$ independently with probability $p$. Clearly, independent sets in $K(n,k)$ are nothing but intersecting families in $\binom{[n]}{k}$. Thus, the Erdős-Ko-Rado theorem can be restated saying the maximum size of independent sets in $K(n,k)$ is $\alpha(K(n,k)) = \binom{n-1}{k-1}$. As $K_p(n,k) \subset K(n,k)$, we must have $\alpha(K_p(n,k)) \geq \alpha(K(n,k)) = \binom{n-1}{k-1}$. Bollobás, Narayanan and Raigorodskii [15] asked to determine $p$ for which the equality $\alpha(K_p(n,k)) = \binom{n-1}{k-1}$ holds. In this chapter we use our removal lemma to answer their question for $k = o(n)$, and provide strong bounds on the critical probability for $k \leq \frac{n-3}{2}$.

The results of this chapter is joint work with Shagnik Das [25].
1.2 Erdős-Rothschild problem for intersecting families

One of the fundamental results in graph theory is the theorem of Turán, proved in 1941, which initiated the development of Extremal Graph Theory. Basically, it states that the largest $K_k$-free graph on $n$ vertices is $(k - 1)$-partite. Thirty three years after the birth of Turán’s theorem, Erdős and Rothschild [36] proposed a novel twist to the theorem: they asked for the maximum number of edge-colourings (not necessarily proper) of an $n$-vertex graph avoiding monochromatic copies of $K_k$, and wondered whether it would lead to extremal configurations that are substantially different from those of Turán’s theorem. Substantial progress have been made on this problem over the past decade. For more detail on what has been done, we refer the reader to [84] and the references therein.

A problem with the same flavour has been addressed by Hoppen, Kohayakawa and Lefmann [62] in connection with the Erdős-Ko-Rado theorem. It can be stated as follows: given a set family $F$, a $(r,t)$-colouring of $F$ is a map from $F$ to $[r]$ associating a colour with each element of $F$ with the property that each colour class is a $t$-intersecting family. We write $c(F, r, t)$ for the number of $(r, t)$-colourings of $F$, and let

$$c(n, k, r, t) = \max\{c(F, r, t) : F \text{ is a } k\text{-uniform family on } [n]\}.$$  

When $k, r, t$ are fixed and $n$ is sufficiently large, Hoppen, Kohayakawa and Lefmann determined the exact value of this function and the corresponding extremal families. In particular, they showed that when $r \in \{2, 3\}$ and $k, t$ are fixed, all extremal families are stars, thus implying stars are also the largest $t$-intersecting families. In Chapter 2, we allow $k, r$ and $t$ to grow as functions of $n$. We also address the problem in other settings, including permutations and vector spaces.

The results of this chapter is joint work with Dennis Clemens and Shagnik Das [20].

1.3 A Density Turán Theorem

Turán’s theorem [94] states that every graph $G$ of edge density $2e(G)/v(G)^2 > \frac{k-2}{k-1}$ contains a complete graph $K_k$ and describes the unique extremal graph. The idea to study multipartite version of this theorem goes back to a suggestion by Bollobás (see the discussion after the proof of Theorem VI.2.15 in [12]). The first systematic investigations of this kind have been carried out by Bondy, Shen, Thomassé and Thomassen [17]. In the case of triangles they showed the following: let $d_\ell(K_3)$ denote the minimum real number with the property that any $\ell$-partite graph $G$ contains a triangle as soon as every edge density between two vertex classes of $G$ is greater than $d_\ell(K_3)$. Then, $d_\ell(K_3)$ decreases to $\frac{1}{2}$ as $\ell$ tends to infinity. Bondy
et. al. also showed $d_3(K_3) = \frac{-1+\sqrt{5}}{2} \approx 0.61$, $d_4(K_3) > 0.51$, and speculated that $d_\ell(K_3) > \frac{1}{2}$ for all finite $\ell$. Thus, it was a surprise when Pfender [85] managed to prove that actually $d_\ell(K_3) = \frac{1}{2}$ for all $\ell \geq 13$. He went on and showed that, for $\ell$ large enough, $d_\ell(K_k) = \frac{k-2}{k-1}$. For a general graph $H$, he suggested $d_\ell(H) = \chi(H) - 2$ for sufficiently large $\ell$. In Chapter 4 we clarify the situation, showing Pfender’s suggestion is not always true. In fact, we extend Pfender’s idea to characterise all graphs $H$ for which the equality $d_\ell(H) = \chi(H) - 2$ holds for $\ell \geq \ell_0(H)$ sufficiently large. The proof of our characterisation is an application of the stability method introduced by Simonovits [92].

The results of this chapter is joint work with Lothar Narins [81].

### 1.4 Keeping Avoider’s graph almost acyclic

Let $b$ be a positive integer and let $\mathcal{F} \subseteq 2^X$ be a hypergraph over a finite set $X$. In a strict $(1 : b)$ Avoider-Enforcer game $\mathcal{F}$ two players, called Avoider and Enforcer, alternately occupy previously unoccupied elements of the so-called board $X$. Avoider occupies exactly 1 element per move and Enforcer occupies exactly $b$ vertices per move. In a monotone $(1 : b)$ Avoider-Enforcer game $\mathcal{F}$ in each turn Avoider claims at least 1 element of the board, where Enforcer claim at least $b$ elements of the board. In both games, if the number of unclaimed elements is strictly less than $b$ before a move of Enforcer, then he must occupy all of the remaining free vertices. The game ends when every element of the board has been claimed by one of the players. Avoider wins the game if he does not fully occupy a hyperedge of $\mathcal{F}$; otherwise Enforcer wins.

From now on, each game can be viewed under two different sets of rules – the strict game and the monotone game. Given a positional game $\mathcal{F}$, for its strict version we define the lower threshold bias $f^-_\mathcal{F}$ to be the largest integer such that Enforcer has a winning strategy for the $(1 : b)$ game on $\mathcal{F}$ for every $b \leq f^-_\mathcal{F}$; and the upper threshold bias $f^+_\mathcal{F}$ to be the smallest non-negative integer such that Avoider can win the $(1 : b)$ game on $\mathcal{F}$ for every $b > f^+_\mathcal{F}$. In the monotone game, there exists a unique threshold bias $f^{\text{mon}}_\mathcal{F}$ for which Enforcer can win the $(1 : b)$ game if and only if $b \leq f^{\text{mon}}_\mathcal{F}$. Determining the order of magnitude of these threshold biases is a central problem in Avoider-Enforcer games. This appears to be a very difficult problem to solve in full generality, and a complete solution seems to be beyond our current means. Nevertheless, in the case of Avoider-Enforcer non-planarity game, we obtain essentially optimal bounds on the threshold biases, thus addressing a question and substantially improving the results of Hefetz, Krivelevich, Stojaković and Szabó [55]. The interested reader may wish to consult the book of Hefetz et al. [57] for recent progress in Avoider-Enforcer games, as well as its standing challenges and open problems.
The results of this chapter is joint work with Dennis Clemens, Julia Ehrenmüller and Yury Person [21].

Each subsequent chapter will contain its own introduction where backgrounds and motivations of the problems are discussed in more details. Any specific notation will be introduced in the individual chapters, but below we collect the standard notation used throughout this dissertation.

**General notation**

We use standard graph-theoretic notation and follow mainly the notation used in [13]. In particular, a graph is a pair $G = (V, E)$, where $V$ is a finite set and $E \subseteq \binom{V}{2}$ is a subset of the pairs of elements of $V$. The elements in $V$ are called *vertices*, and elements in $E$ are called *edges*. Two vertices $v, w \in V$ are said to be *adjacent* if $\{v, w\} \in E$.

Let a graph $G$ be given. Then we denote by $V(G)$ its set of vertices, and by $E(G)$ its set of edges. Their sizes are denoted with $v(G) = |V(G)|$ and $e(G) = |E(G)|$. Given a subset $U \subseteq V(G)$ of the vertices, we write $G[U]$ for the subgraph of $G$ induced by the vertices of $U$. The *common neighbourhood* $N_G(U)$ of $U$ is the set of all vertices of $G$ that are adjacent to every vertex in $U$. For every vertex $v \in V(G)$ and every set $A \subseteq V(G)$, the set of all vertices in $A$ adjacent to $v$ is denoted by $N_G(v, A)$, and we write $\deg_G(v, A) = |N_G(v, A)|$ for the *degree of $v$ in $A$*. The degree of $v$ in $G$ is $d_G(v) := \deg_G(v, V(G))$. By $\delta(G)$ we denote the minimum degree of $G$, the smallest degree a vertex in $G$ can have. For two vertex sets $A, B \subseteq V(G)$, we let $e_G(A, B) = |\{(v, w) \in A \times B : \{v, w\} \in E(G)\}|$. The *edge density* between two disjoint sets $A, B \subseteq V(G)$ is denoted by $d_G(A, B) := \frac{e_G(A, B)}{|A||B|}$. Further standard graph parameters we shall use are the *independence number* $\alpha(G)$, the maximum size of a subset of the vertices without edges; the *chromatic number* $\chi(G)$, the smallest number $k$ such that the vertices can be coloured with $k$ colours so that no two vertices of the same colour are adjacent. Often, when the base graph $G$ is clear from the context we omit the subscript $G$.

For $a, b, c \in \mathbb{R}$ we write $a = b \pm c$ if $b - c \leq a \leq b + c$. In order to simplify the presentation, we omit floors and ceilings and treat large numbers as integers whenever this does not affect the argument.

The set $\{1, 2, \ldots, n\}$ of the first $n$ positive integers is denoted by $[n]$. For $k \in \mathbb{N}$, we define $\binom{X}{k} := \{A \subseteq X : |A| = k\}$. We use the symbol $\bigcup$ for union of disjoint sets.

We make use of asymptotic notation throughout the thesis. Given two functions $f, g : \mathbb{N} \to \mathbb{R}$, we write $f = O(g)$ if there is a constant $C > 0$ such that $f(n) \leq Cg(n)$ for all $n \in \mathbb{N}$. If $\lim_{n \to \infty} f(n)/g(n) = 0$, we write $f = o(g)$ and $g = \omega(f)$. Finally, unless stated otherwise all logarithms are to the base $e$. 

5
Chapter 2

Removal and stability for Erdős-Ko-Rado

2.1 Introduction

In this chapter we derive a removal lemma for large families, showing that families of size close to $\ell \binom{n-1}{k-1}$ with relatively few disjoint pairs must be close to a union of $\ell$ stars. We then use this removal lemma to obtain a sparse version of the Erdős–Ko–Rado theorem.

We now discuss the Erdős–Ko–Rado Theorem and the history of these problems in greater detail, before presenting our new results.

2.1.1 Intersecting families and stability

A family $F \subset \binom{[n]}{k}$ is said to be intersecting if $F_1 \cap F_2 \neq \emptyset$ for every $F_1, F_2 \in F$. The natural extremal question is to ask how large such a family can be. When $n < 2k$, there are no two disjoint sets, and hence $\binom{[n]}{k}$ is intersecting. For $n \geq 2k$, a natural construction is to take all sets containing some fixed element $i \in [n]$. This family, called the star with centre $i$, contains $\binom{n-1}{k-1}$ sets, and Erdős, Ko and Rado [37] showed this is best possible.

Given the extremal result, great efforts have been made to better understand the general structure of large intersecting families. Hilton and Milner [59] determined the size of the largest intersecting family that is not a subset of a star, before Frankl [43] extended this to determine the size of the largest intersecting family not containing too large a star.

In the years since these initial papers appeared, a series of stability results have been obtained. Friedgut [47] and Dinur and Friedgut [27] used spectral techniques to show, provided
\(k \leq (\frac{1}{2} - \gamma)n\) for some \(\gamma > 0\), any intersecting family of size close to \(\binom{n-1}{k-1}\) is almost entirely contained in a star. Keevash and Mubayi [69] and Keevash [68] combined these methods with combinatorial arguments to provide similar results when \(k\) is close to \(\frac{1}{2}n\).

However, a recent trend in extremal set theory is to go beyond the Erdős–Ko–Rado threshold and study set families that may not be intersecting, but contain few disjoint pairs. Das, Gan and Sudakov [23] studied the supersaturation problem, determining the minimum number of disjoint pairs appearing in sufficiently sparse \(k\)-uniform families. Furthermore, a probabilistic variant of this supersaturation problem was introduced by Katona, Katona and Katona [67], and further studied by Russell [89], Russell and Walters [90] and Das and Sudakov [24].

Another direction that has been pursued is the transferral of the Erdős–Ko–Rado theorem to the sparse random setting. This study was initiated by Balogh, Bohman and Mubayi [3], who asked when the largest intersecting subfamily of a random \(k\)-uniform hypergraph is the largest star. Progress on this problem has been made in subsequent papers by Gauy, Hàn and Oliveira [51], Balogh, Das, Delcourt, Liu and Sharifzadeh [5] and Hamm and Kahn [52, 53]. An alternative version of a sparse Erdős–Ko–Rado theorem, which we shall discuss in greater detail in Section 2.1.3, was introduced by Bollobás, Narayanan and Raigorodskii [15].

### 2.1.2 Removal lemmas for disjoint pairs

As these new problems go beyond the Erdős–Ko–Rado threshold, we require more robust forms of stability that apply not only to intersecting families, but also to families with few disjoint pairs. This motivated the search for a removal lemma that would show one can remove few sets from any family with a small number of disjoint pairs to obtain an intersecting family. Such a result would be the set-theoretic analogue of the graph removal lemmas that have found a wide range of applications in extremal graph theory, details of which are in the survey of Conlon and Fox [22].

Friedgut and Regev [49] proved the first such removal lemma, stated below.

**Theorem 2.1.1** (Friedgut–Regev). Let \(\gamma > 0\), and let \(k\) and \(n\) be positive integers satisfying \(\gamma n \leq k \leq (\frac{1}{2} - \gamma)n\). Then for every \(\varepsilon > 0\) there is a \(\delta > 0\) such that any family \(\mathcal{F} \subset \binom{[n]}{k}\) with at most \(\delta |\mathcal{F}| \binom{n-k}{k-1}\) disjoint pairs can be made intersecting by removing at most \(\varepsilon \binom{n-1}{k-1}\) sets from \(\mathcal{F}\).

This is a very general result that holds regardless of the size or structure of the nearest intersecting family. However, for extremal applications, one is typically interested in the case when \(|\mathcal{F}| \approx \binom{n-1}{k-1}\). For example, Gauy, Hàn and Oliveira required such a lemma in [51],
coupling Theorem 2.1.1 with known stability results to show that a family of size close to \( \binom{n-1}{k-1} \) with few disjoint pairs must be close in structure to a star. They further asked if such a result also holds for \( k = o(n) \). Our main theorem shows this is indeed the case. Theorem 2.1.2 provides a removal lemma that holds whenever \( \mathcal{F} \) has size close to a union of \( \ell \) full stars and has relatively few disjoint pairs. Moreover, when \( \ell = 1 \), this holds for the full range of \( 2 \leq k < \frac{n}{2} \).

**Theorem 2.1.2 ([25]).** There is an absolute constant \( C > 1 \) such that if \( n, k \) and \( \ell \) are positive integers satisfying \( n > 2k\ell^2 \), and \( \mathcal{F} \subset \binom{[n]}{k} \) is a family of size \( |\mathcal{F}| = (\ell - \alpha)\binom{n-1}{k-1} \) with at most \( \left( \frac{\ell}{k} + \beta \right) \binom{n-1}{k-1} \binom{n-k-1}{k-1} \) disjoint pairs, where \( \max (2\ell |\alpha|, |\beta|) \leq \frac{n - 2k}{(20C)^2n} \), then there is a family \( \mathcal{S} \) that is the union of \( \ell \) stars satisfying \( |\mathcal{F} \Delta \mathcal{S}| \leq C((2\ell - 1)\alpha + 2\beta) \frac{n}{n - 2k} \binom{n-1}{k-1} \).

Another feature of Theorem 2.1.2 is that, despite its simple proof, it provides quantitative control that is often sharp up to the constant. The distance from \( \mathcal{F} \) to a union of \( \ell \) stars is measured in terms of its size (parametrised by \( \alpha \)), the number of disjoint pairs (parametrised by \( \beta \)), and how close \( k \) is to \( \frac{n}{2} \). When \( \ell = 0 \), taking \( \beta = 0 \) gives a stability result for intersecting families, and the bounds sharpen those given by Keevash and Mubayi [69] and Keevash [68].

For positive \( \beta \), the bounds remain sharp up to the constant. If \( k \) is bounded away from \( \frac{n}{2} \), then one may take a star and add \( \alpha \binom{n-1}{k-1} \) sets from another star to obtain a family of size \( (1 + \alpha)\binom{n-1}{k-1} \) with \( \alpha \binom{n-1}{k-1} \binom{n-k-1}{k-1} \) disjoint pairs that is \( \alpha \binom{n-1}{k-1} \)-far from a star. On the other hand, if \( t = n - 2k = o(n) \), consider the anti-star \( \binom{[n]}{k} \). This has size \( (1 + \frac{\ell}{k}) \binom{n-1}{k-1} \), contains approximately \( \frac{\ell}{n} \binom{n-1}{k-1} \binom{n-k-1}{k-1} \) disjoint pairs, and yet is approximately \( (\binom{n-1}{k-1}) \)-far from a star.

When \( \ell \geq 2 \), \( \mathcal{F} \) is much larger than the Erdős–Ko–Rado bound, and hence we would expect \( \mathcal{F} \) to contain many disjoint pairs. Das, Gan and Sudakov [23] have shown that, provided \( n \) is sufficiently large, a union of \( \ell \) stars, which has approximately \( \binom{\ell}{2} \binom{n-1}{k-1} \binom{n-k-1}{k-1} \) disjoint pairs, minimise the number of disjoint pairs in set families of this size. Theorem 2.1.2 provides stability for this supersaturation result, showing that families of comparable size with a similar number of disjoint pairs must be close in structure to a union of \( \ell \) stars.

Finally, while we require \( n > 2k \) when \( \ell = 1 \), we can do a bit better when \( \ell \) is large: as \( \ell \) tends to infinity, the bound on \( n \) can be lowered to \( n > (\frac{1}{2} + o(1))k\ell^2 \).

### 2.1.3 Erdős–Ko–Rado for sparse Kneser subgraphs

To demonstrate the usefulness of Theorem 2.1.2, we shall apply it to a problem of Bollobás, Narayanan and Raigorodskii [15] regarding an extension of the Erdős–Ko–Rado theorem to
the sparse random setting. To define the problem at hand, we first need to introduce the Kneser graph and its connection to the Erdős–Ko–Rado theorem.

Given integers $1 \leq k \leq \frac{1}{2}n$, the Kneser graph $K(n, k)$ is defined on the vertex set $V = \binom{[n]}{k}$, with two $k$-sets $F, G \in \binom{[n]}{k}$ adjacent in $K(n, k)$ if and only if $F \cap G = \emptyset$. Since edges of $K(n, k)$ denote disjoint pairs in $\binom{[n]}{k}$, it follows that independent sets of $K(n, k)$ correspond directly to intersecting families in $\binom{[n]}{k}$. Thus the Erdős–Ko–Rado theorem, viewed from the perspective of the Kneser graph, shows $\alpha(K(n, k)) = \binom{n-1}{k-1}$ when $n \geq 2k$.

Bollobás, Narayanan and Raigorodskii [15] transferred the Erdős–Ko–Rado theorem to the random setting by considering not the entire Kneser graph $K(n, k)$, but rather random subgraphs of it. Given some probability $0 \leq p \leq 1$, let $K_p(n, k)$ denote the subgraph of $K(n, k)$ where every edge is retained independently with probability $p$. As $K_p(n, k) \subseteq K(n, k)$, we clearly have $\alpha(K_p(n, k)) \geq \alpha(K(n, k)) = \binom{n-1}{k-1}$. They then asked for which $p$ we have equality.

In their paper, they showed the Erdős–Ko–Rado theorem is surprisingly robust when $k$ is not too large with respect to $n$. In other words, we almost surely have $\alpha(K_p(n, k)) = \binom{n-1}{k-1}$ even for very small probabilities $p$ (and thus very sparse subgraphs of $K(n, k)$). Furthermore, they exhibited a sharp threshold for when this sparse Erdős–Ko–Rado theorem holds.

**Theorem 2.1.3** (Bollobás–Narayanan–Raigorodskii). Fix $\varepsilon > 0$ and suppose $2 \leq k = o(n^{1/3})$. Let

$$p_0 = \frac{(k + 1) \log n - k \log k}{\binom{n-1}{k-1}}.$$ 

Then, as $n \to \infty$,

$$\mathbb{P}\left(\alpha(K_p(n, k)) = \binom{n-1}{k-1}\right) \to \begin{cases} 0 & \text{if } p \leq (1 - \varepsilon)p_0 \\ 1 & \text{if } p \geq (1 + \varepsilon)p_0 \end{cases}.$$ 

Moreover, for $p \geq (1 + \varepsilon)p_0$, with high probability the largest independent sets are stars.

While observing that we may take $\varepsilon = O(k^{-1})$, they conjectured that the result should continue to hold provided $k = o(n)$. Partial progress was made by Balogh, Bollobás and Narayanan [4], who showed that for every $\gamma > 0$ there is some constant $c(\gamma) > 0$ such that if $k \leq \left(\frac{1}{2} - \gamma\right)n$ and $p \geq \left(\frac{n-1}{k-1}\right)^{-c(\gamma)}$, then $\alpha(K_p(n, k)) = \binom{n-1}{k-1}$ with high probability.

By applying Theorem 2.1.2, we obtain sharper results for large $k$, as given in the theorem below. For these larger values of $k$, it is convenient to present the critical probability in a different form to that of Theorem 2.1.3; note that $p_c$ below is asymptotically equal to $p_0$ above when $k = o(n^{1/2})$. 


Theorem 2.1.4 (25). There is an absolute constant $C > 0$ such that the following holds. Let $k$ and $n$ be integers with $\omega(1) = k \leq \frac{1}{2}(n - 3)$, let $\varepsilon = \omega(k^{-1})$, and set

$$p_c = \frac{\log \left( \binom{n-k}{k-1} \right)}{\binom{n-1}{k-1}}.$$  

Then, as $n \to \infty$, $\mathbb{P} \left( \alpha(K_p(n,k)) = \binom{n-1}{k-1} \right) \to 0$ if $p \leq (1 - \varepsilon)p_c$.

For $k \leq \frac{n}{6C}$, if $p \geq (1 + \varepsilon)p_c$, with high probability $\alpha(K_p(n,k)) = \binom{n-1}{k-1}$ and the stars are the only maximum independent sets. For $k \leq \frac{1}{2}(n - 3)$, the same conclusion holds for $p \geq \frac{2Cn}{n-2k}p_c$.

Theorem 2.1.4 exhibits a sharp threshold for $k \leq \frac{n}{6C}$, thus extending Theorem 2.1.3 to $k$ as large as linear in $n$. Furthermore, when $k \leq (\frac{1}{2} - \gamma)n$, as considered in [4], $\frac{n}{n-2k} \leq (2\gamma)^{-1}$, and so Theorem 2.1.4 determines the critical probability up to a constant factor. Finally, when $k$ is close to $\frac{1}{2}n$, we find that the sparse version of the Erdős–Ko–Rado theorem still holds for very small edge probabilities; when $k = \frac{1}{2}(n - 3)$, we almost surely have $\alpha(K_p(n,k)) = \binom{n-1}{k-1}$ even for $p = \Omega(n^{-1})$.

The remaining of this chapter is organised as follows. In Section 2.2 we prove our removal lemma, Theorem 2.1.2. We apply this result to the sparse Erdős–Ko–Rado problem in Section 2.3, where we prove Theorem 2.1.4. The final section contains some concluding remarks and open problems.

2.2 The removal lemma

In this section we prove our version of the removal lemma, Theorem 2.1.2. Our proof combines the work of Lovász [75] on the spectrum of the Kneser graph with an analytic result of Filmus [41] regarding approximations of Boolean functions on $\binom{[n]}{k}$. Before beginning with the proof, we shall introduce the necessary terminology.

Given a family of sets $\mathcal{F} \subset \binom{[n]}{k}$, the characteristic function $f : \binom{[n]}{k} \to \{0, 1\}$ is a Boolean function indicating membership of the family, with $f(F) = 1$ if and only if $F \in \mathcal{F}$. We may embed $\binom{[n]}{k} \subset \{0, 1\}^n$ into the $n$-dimensional hypercube, and thus think of $f$ as being defined on the $k$-uniform slice of the cube $\{(x_1, \ldots, x_n) \in \{0, 1\}^n : \sum_i x_i = k\}$. A function $f$ is affine if $f(x_1, x_2, \ldots, x_n) = a_0 + \sum_{i \in [n]} a_i x_i$ for some constants $a_i$, $0 \leq i \leq n$. We will equip this space of functions with the $L_2$-norm with respect to the uniform measure on $\binom{[n]}{k}$, defining

$$\|f - g\|^2 = \mathbb{E} \left[ |f - g|^2 \right] = \frac{1}{\binom{n}{k}} \sum_{F \in \binom{[n]}{k}} |f(F) - g(F)|^2,$$
and say \( f \) and \( g \) are \( \varepsilon \)-close if \( \|f - g\|^2 \leq \varepsilon \). Finally, to avail of the spectral results, which are traditionally phrased in terms of matrices and vectors, we shall abuse notation and identify a function \( f : \binom{[n]}{k} \to \mathbb{R} \) with the vector \( f = (f(F))_{F \in \binom{[n]}{k}} \) in \( \mathbb{R}^{\binom{[n]}{k}} \). Note that the \( L_2 \)-norm above arises from the standard inner product on \( \mathbb{R}^{\binom{[n]}{k}} \).

The first step of our proof is the following lemma, which transfers the problem into the analytic framework set up above. The lemma shows that if a set family \( \mathcal{F} \) is as in the statement of Theorem 2.1.2, then its characteristic function can be approximated well by an affine function.

**Lemma 2.2.1.** Let \( n, k \) and \( \ell \) be positive integers satisfying \( n > 2k \), and let \( \mathcal{F} \subset \binom{[n]}{k} \) be a family of size \( |\mathcal{F}| = (\ell - \alpha) \binom{n-1}{k-1} \) with at most \( \binom{\ell}{2} + \beta \binom{n-1}{k-1} \binom{k-1}{2} \) disjoint pairs. If \( f : \binom{[n]}{k} \to \{0,1\} \) is the characteristic function of \( \mathcal{F} \), then \( \|f - g\|^2 \leq ((2\ell - 1)\alpha + 2\beta) \frac{k}{n - 2k} \) for some affine function \( g : \binom{[n]}{k} \to \mathbb{R} \).

To prove Lemma 2.2.1, we require some information on the spectrum of the Kneser graph. Let \( A \) denote the adjacency matrix of \( K(n, k) \). In his celebrated paper on the Shannon capacity of graphs, Lovász [75, page 6] showed the eigenvalues of \( A \) are \( \lambda_i = (-1)^i \binom{n-k-1}{k-i} \) for \( 0 \leq i \leq k \). Thus the largest eigenvalue is the degree of the vertices in the regular graph \( K(n, k) \), \( \lambda_0 = \binom{n-k}{k} \), while the smallest eigenvalue is \( \lambda_1 = -\binom{n-k-1}{k-1} \). The second smallest eigenvalue is \( \lambda_3 = -\binom{n-k-3}{k-3} \). Furthermore, the \( \lambda_0 \)-eigenspace is one-dimensional, spanned by the constant function. The \( (n-1) \)-dimensional \( \lambda_1 \)-eigenspace is spanned by the functions \( x_i - \frac{k}{n} \). Hence the span of the \( \lambda_0 \)- and \( \lambda_1 \)-eigenspaces is precisely the space of affine functions. As \( A \) is a real symmetric matrix, its eigenspaces are orthogonal. Armed with these preliminaries, we can prove the lemma.

**Proof of Lemma 2.2.1.** Given the characteristic vector \( f \) of \( \mathcal{F} \), write \( f = f_0 + f_1 + f_2 \), where \( f_0 \) and \( f_1 \) are the projections of \( f \) to the \( \lambda_0 \)- and \( \lambda_1 \)-eigenspaces respectively, and \( f_2 = f - f_0 - f_1 \). By the orthogonality of eigenspaces, we have \( \|f\|^2 = \|f_0\|^2 + \|f_1\|^2 + \|f_2\|^2 \). As \( f \) is a Boolean function, \( \|f\|^2 = \mathbb{E}[f^2] = \mathbb{E}[f] = |\mathcal{F}|/\binom{n}{k} = (\ell - \alpha) \frac{k}{n} \). Thus, solving for \( \|f_1\|^2 \), we find \( \|f_1\|^2 = (\ell - \alpha) \frac{k}{n} - \|f_0\|^2 - \|f_2\|^2 \). Furthermore, since the \( \lambda_0 \)-eigenspace is spanned by the constant function, \( f_0 \equiv \mathbb{E}[f] = (\ell - \alpha) \frac{k}{n} \), and so \( \|f_0\|^2 = \mathbb{E}[f_0^2] = (\ell - \alpha)^2 \frac{k^2}{n^2} \).

As \( A \) is the adjacency matrix of the Kneser graph \( K(n, k) \), and \( f \) is the characteristic function of the set family \( \mathcal{F} \), it follows that \( f^T Af = 2dp(\mathcal{F}) \). Using our bound on the number of disjoint pairs in \( \mathcal{F} \),

\[
(\ell^2 - \ell + 2\beta) \binom{n-1}{k-1} \binom{n-k-1}{k-1} \geq 2dp(\mathcal{F}) = f^T Af = f_0^T Af_0 + f_1^T Af_1 + f_2^T Af_2 \\
\quad \geq \lambda_0 f_0^T f_0 + \lambda_1 f_1^T f_1 + \lambda_3 f_2^T f_2.
\]
We divide through by \( \binom{n}{k} \) to normalise, obtaining
\[
\frac{(\ell^2 - \ell + 2\beta)k}{n} \left( \frac{n - k - 1}{k - 1} \right) \geq \binom{n-k}{k} \|f_0\|^2 - \binom{n-k}{k-1} \|f_1\|^2 - \binom{n-k-3}{k-3} \|f_2\|^2.
\]
Dividing by \( \binom{n-k-1}{k-1} \), substituting our expressions for \( \|f_0\|^2 \) and \( \|f_1\|^2 \), and simplifying gives
\[
\frac{2\beta k}{n} \geq \left[ 1 - \frac{(k - 1)(k - 2)}{(n - k - 1)(n - k - 2)} \right] \|f_2\|^2 - \frac{(2\ell - 1)\alpha k}{n} + \frac{\alpha^2 k}{n} + \frac{n - 2k}{n}\|f_2\|^2 - \frac{(2\ell - 1)\alpha k}{n}.
\]
Rearranging, we deduce \( \|f_2\|^2 \leq ((2\ell - 1)\alpha + 2\beta) \frac{k}{n - 2k} \). Recalling that \( f_0 + f_1 \) is spanned by the \( \lambda_0 \)- and \( \lambda_1 \)-eigenspaces, and hence affine, setting \( g = f_0 + f_1 \) gives the desired result. \( \square \)

Lemma 2.2.1 shows the characteristic function of \( \mathcal{F} \) must be close to an affine function, from which we shall deduce that \( \mathcal{F} \) itself is close to a union of stars. Note that the characteristic function \( g \) of the union of stars with centres \( i \in S \) is simply \( g(x_1, \ldots, x_n) = \max_{i \in S} x_i \), and is thus determined only by the coordinates in \( S \). The Friedgut–Kalai–Naor theorem [48] states that if a Boolean function \( f : \{0, 1\}^n \to \{0, 1\} \) on the entire hypercube is close to an affine function, then it is close to a function determined by at most one coordinate. We shall make use of an analogous result for the \( k \)-uniform slices of the cube, due to Filmus [41, Theorem 3.1].

**Theorem 2.2.2.** For some constant \( C > 1 \) the following holds. Suppose \( 2 \leq k \leq \frac{1}{2}n \) and \( \varepsilon < \frac{k}{128n} \). For every Boolean function \( f : \binom{[n]}{k} \to \{0, 1\} \) that is \( \varepsilon \)-close to an affine function, there is some set \( S \subset [n] \) of size \( |S| \leq \max \left( 1, \frac{Cn\sqrt{\varepsilon}}{k} \right) \) such that either \( f \) or \( 1 - f \) is \((C\varepsilon)\)-close to \( \max_{i \in S} x_i \).

We now have all the necessary ingredients to prove the removal lemma.

**Proof of Theorem 2.1.2.** Set \( \varepsilon = ((2\ell - 1)\alpha + 2\beta) \varepsilon \frac{k}{n - 2k} \), and take \( C \) as in Theorem 2.2.2. By our bounds on \( \alpha \) and \( \beta \), \( \varepsilon < \frac{k}{128n} \). If \( \mathcal{F} \) is as in the statement of the theorem, then by Lemma 2.2.1 its characteristic function \( f \) is \( \varepsilon \)-close to an affine function. By Theorem 2.2.2, there is some \( S \subset [n] \) such that \( f \) or \( 1 - f \) is \((C\varepsilon)\)-close to \( \max_{i \in S} x_i \). Without loss of generality, we may assume \( S = [s] \), where \( s \leq \max \left( 1, \frac{Cn\sqrt{\varepsilon}}{k} \right) \). Let \( g_s = \max_{i \in [s]} x_i \), and let \( \mathcal{G}_s = \binom{[n]}{k} \setminus \binom{[s]}{k} \) be the family corresponding to this characteristic function.

Note that \( \|f - g_s\|^2 = |\mathcal{F} \Delta \mathcal{G}_s| / \binom{n}{k} \), since for any set \( F \in \binom{[n]}{k} \) we have
\[
|f(F) - g_s(F)| = \begin{cases} 1 & \text{if } F \in \mathcal{F} \Delta \mathcal{G}_s \\ 0 & \text{otherwise} \end{cases}
\]
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Hence we must have \(|\mathcal{F}\Delta \mathcal{H}| \leq C \varepsilon \binom{n}{k}\) for \(\mathcal{H} = \mathcal{G}_s\) or \(\mathcal{H} = \overline{\mathcal{G}}_s\), depending on whether it is \(f\) or \(1 - f\) that is \((C\varepsilon)\)-close to \(g_s\). There are six possibilities to consider:

\[
\begin{align*}
(i) \quad & \mathcal{H} = \mathcal{G}_s, s \leq \ell - 1 \\
(ii) \quad & \mathcal{H} = \mathcal{G}_s, s \geq \ell + 1 \\
(iii) \quad & \mathcal{H} = \overline{\mathcal{G}}_s \\
(iv) \quad & \mathcal{H} = \overline{\mathcal{G}}_s, s \geq 2 \\
v) \quad & \mathcal{H} = \overline{\mathcal{G}}_1 \\
(vi) \quad & \mathcal{H} = \mathcal{G}_\ell
\end{align*}
\]

Since \(\mathcal{G}_\ell\) is the union of \(\ell\) stars, we wish to show that (vi) must hold. We first consider the sizes of \(\mathcal{F}\) and \(\mathcal{H}\) to eliminate cases (i)-(iv). Recall that \(|\mathcal{F}| = (\ell - \alpha)\binom{n-1}{k-1}\), and, by our bound on \(\alpha\), \(\ell - \alpha \in (\ell - \frac{k}{4}, \ell + \frac{k}{8})\). Since \(|\mathcal{F}| - |\mathcal{H}| \leq |\mathcal{F}\Delta \mathcal{H}| \leq C \varepsilon \binom{n}{k} < \frac{1}{8} \binom{n-1}{k-1}\), we must have \((\ell - \frac{k}{4}) \binom{n-1}{k-1} \leq |\mathcal{H}| \leq (\ell + \frac{k}{4}) \binom{n-1}{k-1}\).

We have \(|\mathcal{G}_s| \leq s \binom{n-1}{k-1}\), which is too small if \(s \leq \ell - 1\). On the other hand, observe that \(\mathcal{G}_s\), the union of \(s\) stars, grows with \(s\). Thus, when \(s \geq \ell + 1\),

\[
|\mathcal{G}_s| \geq |\mathcal{G}_{s+1}| \geq (\ell + 1) \frac{n-1}{k-1} \binom{n-2}{k-2} \geq (\ell + 1 - \frac{\ell^2}{n}) \frac{n-1}{k-1} \binom{n-1}{k-1} \geq (\ell + 1) \frac{n-1}{k-1},
\]

which is too large. This rules out cases (i) and (ii). We also have \(|\overline{\mathcal{G}}_0| = \binom{n}{k} / k \binom{n-1}{k-1} \geq 2 \ell \binom{n-1}{k-1}\), which is again too large, ruling out case (iii) as well.

To handle case (iv), we show that \(\overline{\mathcal{G}}_s\) is too large when \(s \geq 2\). Since \(|\overline{\mathcal{G}}_s| = \binom{n-s}{k}\) is decreasing in \(s\), it suffices to take \(s = \frac{C n \sqrt{\varepsilon}}{k}\). We indeed have too many sets, as

\[
|\overline{\mathcal{G}}_s| = \binom{n-s}{k} \geq (1 - \frac{sk}{n}) \frac{n-1}{k} \binom{n-1}{k-1} \geq (1 - C \sqrt{\varepsilon}) \frac{n-1}{k} \binom{n-1}{k-1} > \frac{3\ell}{2} \frac{n-1}{k-1} \geq (\ell + \frac{1}{2}) \frac{n-1}{k-1}.
\]

The above argument does not immediately rule out case (v), since if \(s = \max\left(1, \frac{C n \sqrt{\varepsilon}}{k}\right) = 1\), we may not assume \(s = \frac{C n \sqrt{\varepsilon}}{k}\). However, the family \(\overline{\mathcal{G}}_1\) is still too large when \(\ell \geq 2\), as

\[
|\overline{\mathcal{G}}_1| = \binom{n-1}{k} \geq n-k \binom{n-1}{k-1} \geq (2\ell^2 - 1) \binom{n-1}{k-1} \geq (\ell + \frac{1}{2}) \binom{n-1}{k-1}.
\]

To rule out case (v) when \(\ell = 1\), we consider the number of disjoint pairs in \(\mathcal{F}\). Note that each of the \(\binom{n-1}{k}\) sets in \(\overline{\mathcal{G}}_1\) is disjoint from \(\binom{n-k-1}{k}\) other sets in \(\overline{\mathcal{G}}_1\), and hence \(dp(\overline{\mathcal{G}}_1) = \frac{1}{2} \binom{n-k}{k} \binom{n-k-1}{k}\). Moreover, removing \(t\) sets from \(\overline{\mathcal{G}}_1\) can account for at most \(t \binom{n-k-1}{k}\) disjoint pairs. If \(\mathcal{F}\) were close to \(\overline{\mathcal{G}}_1\), then \(|\overline{\mathcal{G}}_1 \setminus \mathcal{F}| \leq C \varepsilon \binom{n}{k}\), and so

\[
dp(\mathcal{F}) \geq dp(\mathcal{F} \cap \overline{\mathcal{G}}_1) \geq \left(\frac{1}{2} - \frac{C n^{-1}}{k} \right) \binom{n-1}{k} \binom{n-k-1}{k} \geq \left(\frac{1}{2} - 2C \varepsilon\right) \binom{n-1}{k} \binom{n-k-1}{k}.
\]

On the other hand, we assumed \(\mathcal{F}\) has at most \(\beta \binom{n-1}{k} \binom{n-k-1}{k}\) disjoint pairs, so we must have \(\beta \geq \left(\frac{1}{2} - 2C \varepsilon\right) \frac{(n-k)(n-k-1)}{2n^2} > n^{-2k} / 2n^2\), contradicting our bound on \(\beta\).

Thus we are only left with case (vi), where \(\mathcal{H}\) is the union of \(\ell\) stars \(\mathcal{G}_\ell\), and, as required, we have \(|\mathcal{F}\Delta \mathcal{G}_\ell| \leq C \varepsilon \binom{n}{k} = C((2\ell - 1)\alpha + 2\beta) \binom{n-1}{k-1} / n^{-2k} \binom{n-1}{k-1}^2\).
2.3 Independence number of random Kneser subgraphs

In this section we prove Theorem 2.1.4, establishing an analogue of the Erdős–Ko–Rado theorem for sparse random subgraphs of the Kneser graph. We will show that below the threshold, there is with high probability an independent superstars: some star $S$ and a set $F \not\in S$ such that $S \cup \{F\}$ is independent in $K_p(n, k)$. The upper bound on the critical probability essentially follows from a union bound over all potential independent sets, where we shall be able to take advantage of the fine control afforded to us by Theorem 2.1.2 to obtain sharp results when $k$ is large.

**Proof of Theorem 2.1.4.** First we establish the lower bound on the critical probability. Suppose $\varepsilon = \omega(k^{-1})$ and $p \leq (1 - \varepsilon)p_c$. We wish to show that with high probability, stars can be extended to independent superstars in $K_p(n, k)$. Let $S$ be the star with centre 1, and for every $1 \not\in F \subseteq \binom{[n]}{k}$ let $\mathcal{E}_F$ be the event that $S \cup \{F\}$ is independent in $K_p(n, k)$.

Note that $F$ is disjoint from $\binom{n-k-1}{k-1}$ sets in $S$, and for $\mathcal{E}_F$ to hold none of these edges can appear in $K_p(n, k)$. Thus $\mathbb{P}(\mathcal{E}_F) = (1 - p)^{\binom{n-k-1}{k-1}}$. Moreover, the events $\{\mathcal{E}_F : 1 \not\in F\}$ depend on mutually disjoint sets of edges of $K(n, k)$, and are thus independent. Hence we can bound the probability that the stars are the largest independent sets of $K_p(n, k)$ by

$$
\mathbb{P} \left( \alpha(K_p(n, k)) = \binom{n-1}{k-1} \right) \leq \mathbb{P} \left( \bigcap_F \mathcal{E}_F \right) = \left(1 - (1 - p)^{\binom{n-k-1}{k-1}}\right)^{\binom{n-1}{k}}.
$$

This bound is increasing in $p$, so it suffices to take $p = (1 - \varepsilon)p_c = \frac{(1 - \varepsilon) \log(n^{-1})}{\binom{n-k-1}{k-1}}$. As $n \geq 2k + 2$, $p = O(n^{-1}) = o(\varepsilon)$, and hence $(1 - p)^{\binom{n-k-1}{k-1}} \geq \exp\left(-p(1 + p)^{\binom{n-k-1}{k-1}}\right) \geq \left(n^{\binom{n-1}{k}}\right)^{(1 - \varepsilon/2)}$. Thus

$$
\left(1 - (1 - p)^{\binom{n-k-1}{k-1}}\right)^{\binom{n-1}{k}} \leq \exp\left(-\binom{n-1}{k} (1 - p)^{\binom{n-k-1}{k-1}}\right) \leq \exp\left(-n - 1 \binom{n-1}{k} \varepsilon/2\right) = o(1),
$$

since $\varepsilon = \omega(k^{-1})$. Hence for $p \leq (1 - \varepsilon)p_c$ we have $\alpha(K_p(n, k)) > \binom{n-1}{k}$ with high probability.

We now seek an upper bound on the critical probability. By monotonicity, it suffices to consider $p$ as small as possible. To begin, we shall prove the coarse threshold. Let $C$ be the (absolute) constant from Theorem 2.1.2, and take $p = \zeta p_c$, where $\zeta = \frac{2Cp_c}{n-2k}$. For such $p$, we wish to show the only maximum independent sets of $K_p(n, k)$ are the stars. To this end, we define the following random variables:

$$
X = |\{\text{independent superstars } \mathcal{F} : \mathcal{F} = \mathcal{S} \cup \{F\} \text{ for some star } \mathcal{S}, F \not\in \mathcal{S}\}| \text{ and }
$$

$$
Y_i = \left|\left\{\text{independent } \mathcal{F} : |\mathcal{F}| = \binom{n-1}{k-1}, \min_{\text{star } \mathcal{S}} |\mathcal{S} \setminus \mathcal{F}| = i\right\}\right|, 1 \leq i \leq \binom{n-1}{k-1}.
$$
X counts the number of independent superstars in $K_p(n, k)$. If $X = 0$, the stars are all maximal independent sets. If we further have $Y_i = 0$ for all $1 \leq i \leq \binom{n-1}{k-1}$, then there are no independent sets of size $\binom{n-1}{k-1}$ that are not stars, and thus the stars are the only maximum independent sets in $K_p(n, k)$. Hence our task is to show $X + \sum_i Y_i = 0$ with high probability. By the union bound, it suffices to show $P(X > 0) + \sum_i P(Y_i > 0) = o(1)$.

We begin by estimating $P(X > 0)$, which we can bound by $E[X]$. There are $n$ choices for the star $S$, $\binom{n-1}{k}$ choices for the set $F \notin S$, and, for each such configuration, $\binom{n-k-1}{k-1}$ edges that should not appear in $K_p(n, k)$, which occurs with probability $(1 - p)^{\binom{n-k-1}{k-1}} \leq \exp(-\zeta p^{\binom{n-k-1}{k-1}})$. Thus

$$E[X] \leq n\binom{n-1}{k} \exp(-\zeta p^{\binom{n-k-1}{k-1}}) = \binom{n}{k} \exp(-\zeta p^{\binom{n-1}{k}}) = o(1), \quad (2.1)$$

even for $\zeta$ as small as $1 + \omega(k^{-1})$.

To analyse $P(Y_i > 0)$, we shall distinguish between two different cases: families that are close to a star, and families far from a star. For the first case, we assume $1 < i \leq t_1 = \frac{1}{400C} \binom{n-1}{k-1}$. The families $F$ counted by $Y_i$ have size $\binom{n-1}{k-1}$ and $|F \Delta S| = 2 |S \setminus F| \geq 2i$ for every star $S$. By applying Theorem 2.1.2 with $\alpha = 0$ and $\beta = \frac{i(n-2k)}{Cn\binom{n}{k}}$, it follows that $dp(F) \geq \frac{i(n-2k)}{Cn\binom{n}{k}} \binom{n-k-1}{k-1}$. For $F$ to be independent in $K_p(n, k)$, none of these edges can appear, which occurs with probability $(1 - p)^{dp(F)} \leq \binom{n}{k}^{-\zeta i(n-2k)/(Cn)}$.

We now take a union bound over all possible choices of $F$. We know there is some star $S$ such that $|S \setminus F| = i$. There are $n$ choices for the star $S$, $\binom{n-1}{k}$ choices for the $i$ sets in $S \setminus F$, and $\binom{n-k}{i}$ choices for the $i$ sets in $F \setminus S$. Hence there are at most $n \binom{n-1}{k} \binom{n-k-1}{k} \leq n \left(\frac{ke^{2\binom{n-1}{k}^2}}{(n-k)^2}\right)^i$ families $F$ that can be counted by $Y_i$. Thus we have

$$\sum_{i=1}^{t_1} P(Y_i > 0) \leq \sum_{i=1}^{t_1} n \left(\frac{ke^{2\binom{n-1}{k}^2}}{(n-k)^2}\right)^i \binom{n}{k}^{-\zeta i(n-2k)/(Cn)} \leq \sum_{i=1}^{t_1} ne^{2i} = o(1). \quad (2.2)$$

where the second inequality follows from our choice of $\zeta = \frac{2Cn}{n-2k}$.

Finally, we bound $P(Y_i > 0)$ when $i > t_1$. Applying Theorem 2.1.2 with $\alpha = 0$ and $\beta = \frac{n-2k}{(20C)^2n}$, any family $F$ counted by $\sum_{i>t_1} Y_i$ must have $dp(F) \geq \frac{n-2k}{(20C)^2n} \binom{n-1}{k-1} \binom{n-k-1}{k-1}$. Hence the probability of such an $F$ being independent in $K_p(n, k)$ is $(1 - p)^{dp(F)} \leq \binom{n}{k}^{-\zeta(n-2k)/(20C)^2n} \binom{n-k}{k-1}$. Recalling our choice of $\zeta = \frac{2Cn}{n-2k}$, we apply a trivial union bound, summing over all $\binom{n}{k} \leq \binom{n}{k} -$
we may assume that exponential summands in (2.2) are at most $\frac{1}{2^{2k}} \binom{n}{k}^{-2} \leq 4e^{2(n-k)}(n-k)^2 \leq 4e^{2(n-k)}k^2 \leq 4e^{2(n-k)}e^{k/(2C)}$.

Since $k \leq \frac{n}{6C}$, we may also bound $(n(\frac{n-1}{k}))^{-\frac{k}{(2C)(n-k)}} \leq \left(\frac{k}{n}\right)^{k/(2C)}$, and so the bases of the exponential summands in (2.2) are at most

$$\frac{4e^{2(n-k)}}{\varepsilon^2 k} \left(\frac{ek}{n}\right)^{k/(2C)} \leq \frac{4e^{3}}{\varepsilon^2 C^{k/(3C)}} < \frac{1}{2},$$

as we assume $k \geq 6C$ and $\varepsilon \geq 13C^{-k/(6C)}$. This then implies $\sum_{i=t_0+1} P(Y_i > 0) = o(1)$.

For families that are far from a star, we can re-estimate the upper bound in (2.3) to show

$$\sum_{i > t_1} P(Y_i > 0) \leq \left(\frac{ne}{k} \binom{n}{k}^{-1} \frac{\zeta(n-2k)(20C)^2}{(20C)^2 n} \right) \binom{n-1}{k-1} \leq \left(\frac{ne}{k} \frac{k}{2(20C)^2} \right) \binom{n-1}{k-1} \left(\frac{ek}{n}\right)^{(n-1)} = o(1),$$

assuming $k \geq (40C)^2$.

To complete the proof of the sharp threshold, we must demonstrate that we are unlikely to obtain independent families that are very close to stars, with $1 \leq i \leq t_0$. In this range, we repeat the analysis of Bollobás, Narayanan and Raigorodskii in [15], and instead consider maximal independent families in $K_p(n,k)$.

For $j \geq i \geq 0$, let $Z_{i,j}$ denote the number of maximal independent families $F$ such that there is some star $S$ with $|S \setminus F| = i$ and $|F \setminus S| = j$. Observe that if $F$ is a family counted
by the random variable $Y_i$, then for any maximal independent family $F'$ containing $F$, the family $F'$ must be counted by $Z_{i,j}$ for some $i' \leq i$ and $j \geq i$. Furthermore, if $i' = 0$, this family $F'$ contains superstars. This shows

$$\bigcup_{1 \leq i \leq t_0} \{Y_i > 0\} \subseteq \{X > 0\} \cup \bigcup_{1 \leq i \leq t_0} \bigcup_{j \geq i} \{Z_{i,j} > 0\},$$

and so $\sum_{i=1}^{t_0} \mathbb{P}(Y_i > 0) \leq \mathbb{P}(X > 0) + \sum_{i=1}^{t_0} \sum_{j \geq i} \mathbb{P}(Z_{i,j} > 0)$. We already have $\mathbb{P}(X > 0) = o(1)$, and hence it suffices to show $\sum_{i=1}^{t_0} \sum_{j \geq i} \mathbb{E}[Z_{i,j}] = o(1)$.

Let $F$ be a maximal independent family counted by $Z_{i,j}$. Let $S$ be the corresponding star, $A = S \setminus F$, and $B = F \setminus S$. Thus we have $|A| = i$ and $|B| = j$. By virtue of $F$ being independent, all of the edges between $B$ and $S \setminus A$ must be missing in $K_p(n,k)$. As $F$ is maximal, each $A \in A$ must have an edge to some $B \in B$, for otherwise $F \cup \{A\}$ would be a larger independent family. In particular, this implies $B$ is a subset of the union of the neighbourhoods in $K(n,k)$ of $A \in A$.

There are thus $n$ choices for the star $S$, $\binom{n-1}{i}$ choices for $A$, and at most $\binom{n-k-1}{j}$ choices for $B$. Each $A \in A$ must retain at least one of its edges to $B$, which occurs with probability at most $jp$, independently for each of the $i$ sets. Furthermore, as every $B \in B$ has $\binom{n-k-1}{j}$ neighbours in $S$, there are at least $j \left( \binom{n-k-1}{j} - i \right)$ edges between $B$ and $S \setminus A$ that must be missing. This gives

$$\mathbb{E}[Z_{i,j}] \leq n \binom{n-1}{i} \binom{i(n-k)}{j} (jp)^i (1-p)^j \binom{n-k-1-i}{j-i} = z_{i,j}.$$

We first observe that, for $i \leq t_0 = \frac{\varepsilon}{2} \binom{n-k-1}{i}$ and $j \geq i$,

$$\frac{z_{i,j+1}}{z_{i,j}} = \frac{\binom{i(n-k)}{j+1} (j+1)^i}{\binom{i(n-k)}{j} j^i} (1-p)^{(n-k-1)-i} \leq \frac{\binom{i(n-k)}{j} - j}{j+1} (1-p)^{(1-\frac{\varepsilon}{2}) (n-k-1)} \leq e \left( \frac{n-k}{k} \right) \left( \frac{n(n-1)}{k} \right)^{(1+\frac{\varepsilon}{2})} = o(1),$$
since $p = \zeta p_c = \frac{(1+\epsilon) \log(n^{(n-1)}/k)}{n^{(n-1)/k}}$. Hence $\sum_{j \geq i} z_{i,j} \leq 2z_{i,i}$. Thus

$$\sum_{i=1}^{t_0} \sum_{j \geq i} \mathbb{E}[Z_{i,j}] \leq 2 \sum_{i=1}^{t_0} z_{i,i}$$

$$= 2n \sum_{i=1}^{t_0} \binom{n-1}{i} \binom{n-k}{k} (ip)^i (1-p)^{i(n-k-1)-i}$$

$$\leq 2n \sum_{i=1}^{t_0} e^2 \binom{n-1}{k-1} \binom{n-k}{k} p (1-p)^{(1-\frac{\epsilon}{2})^{(n-k-1)/k-1}} i$$

$$\leq 2n \sum_{i=1}^{t_0} e^2 \binom{n-1}{k-1} \binom{n-k}{k} (1+\epsilon) \log \left(\frac{n^{(n-1)/k}}{n^{(n-1)/k-1}}\right) \left(\frac{n}{k}\right)^{(n-1)/(k-1)} \left(\frac{n-1}{k}\right)^{-(1+\epsilon)} i$$

$$= 2n \sum_{i=1}^{t_0} \left(\frac{(1+\epsilon)e^2 \log \left(\frac{n^{(n-1)/k}}{n^{(n-1)/k-1}}\right)}{n \left(\frac{n^{(n-1)/k}}{k}\right)^{\frac{1}{k}}}ight)^i = o(1),$$

completing the proof for the sharp threshold.

2.4 Concluding remarks

In this chapter, we built on the work of Filmus [41] to develop a removal lemma for large set families with few disjoint pairs. We then used this to determine the threshold for random Kneser subgraphs having the Erdős–Ko–Rado property, thus answering a question of Bollobás, Narayanan and Raigorodskii [15].

Rather than the probabilistic problem considered above, one might instead ask the corresponding extremal question: how sparse can a spanning subgraph $G$ of $K(n,k)$ be if $\alpha(G) = \binom{\binom{n}{k}}{k-1}$? A lower bound can be obtained by requiring the stars to be maximal independent sets. For every set $F \in \binom{\binom{n}{k}}{k-1}$, and every element $x \notin F$, there must be an edge between $F$ and the star $S_x$ centred at $x$, for otherwise $S_x \cup \{F\}$ would be an independent set of size $\binom{n-1}{k-1} + 1$. As each edge $\{F,F^\prime\}$ covers $k$ stars, it follows that $F$ must have degree at least $\frac{n-k}{k}$, and hence $G \subseteq K(n,k)$ must have at least $\frac{n-k}{2k}(\binom{n}{k})$ edges.

Perhaps surprisingly, this simple lower bound can be tight. If $k$ divides $n$, then Baranyai’s Theorem [6] gives a partition of $\binom{n}{k}$ into perfect matchings. In the Kneser graph, this corresponds to a partition of the vertices into cliques of size $\frac{n}{2k}$. Let $G$ be the subgraph consisting only of these cliques. Any independent set in $G$ can contain at most one vertex from each clique, and hence $\alpha(G) \leq \frac{k}{n} \binom{n}{k} = \binom{n-1}{k-1}$. Furthermore, $G$ is $\frac{n-k}{k}$-regular, matching the lower bound given previously.

Theorem 2.1.4 shows that for this bound on the independence number to hold in random
graphs, they must be denser by a factor of at least \(\log \binom{n-1}{k} \). However, these random graphs have the additional property that the only maximum independent sets are the stars, which is not the case in the construction given above. One might be interested in the extremal problem with this stricter requirement, or in the case when \(k\) does not divide \(n\).

Returning to the random setting, Devlin and Kahn [26] have recently established threshold results when \(k \sim \frac{n}{2}\). It remains to exhibit a sharp threshold around \(p_c\) for \(k > \frac{n}{667}\). We believe that, perhaps for smaller \(k\), a more precise hitting time result may hold. Consider the random process where one removes edges from the Kneser graph \(K(n,k)\) one at a time, selecting at each step an edge uniformly at random from those that remain. Is it true that, with high probability, \(\alpha(G) > \binom{n-1}{k-1}\) precisely when a superstar is born? The fact that the lower bound from the sharp threshold comes from these superstars suggests this might be the case.

More generally, given how central intersecting families are to extremal set theory, we believe the removal lemma should find many other applications. In a forthcoming paper with Balogh, Liu and Sharifzadeh, we obtain some supersaturation results using the removal lemma with \(\ell \geq 1\), extending the results of [23]. We hope that the lemma might prove useful for other research directions as well.
Chapter 3

Erdős-Rothschild problem for intersecting families

3.1 Introduction

Given a $k$-uniform hypergraph $F$, the Turán number $\text{ex}(n, F)$ of $F$ is the maximum number of edges in a $k$-uniform hypergraph on $n$ vertices that does not contain a copy of $F$. Determining these numbers is one of central problems in Extremal Combinatorics. Erdős and Rothschild [36] in 1974 proposed a novel twist to this problem: instead of considering hypergraphs with no copies of $F$, they were interested in edge-colourings (not necessarily proper) of hypergraphs with no monochromatic copies of $F$. They asked for $c_{r,F}(n)$ the maximum possible number of edge colourings of a hypergraph on $n$ vertices with $r$ colours without a monochromatic copy of $F$, and wondered whether this would lead to extremal configurations that are substantially different from those of the Turán problem. Note that as every edge colouring of any $F$-free hypergraph contains no monochromatic copies $F$, we see that $c_{r,F} \geq r^{\text{ex}(n,F)}$ for all $r \geq 2$. In the case $r = 2$ and $F = K_s$, Erdős and Rothschild conjectured that the above estimate is tight for $n \geq n_0(s)$ sufficiently large. This conjecture was verified by Yuster [96] for $s = 3$. The full conjecture for all $s \geq 3$ was proved by Alon, Balogh, Keevash and Sudakov [2] who further showed that an analogous result holds for three colours. The author of [2] noted that when more than three colours are used, the behaviour of $c_{r,K_s}(n)$ changes, making its determination both harder and more interesting. Namely, it was shown in [2] that for $r \geq 4$ and $s \geq 3$, $c_{r,K_s}(n)$ is exponentially larger than $r^{\text{ex}(n,K_s)}$. Pikhurko and Yilma [87] later provided some exact results for $r \geq 4$. Other authors (see [61, 62, 63, 64, 65, 71, 72, 73]) have address the Erdős-Rothschild problem in the cases of forbidden monochromatic matchings, stars, paths, trees and some other hypergraphs.
In this chapter, we study the Erdős-Rothschild problem for intersecting families of sets, vector spaces and permutations, extending the previous results in this direction. Given a family of sets, vector spaces or permutations, we define an \((r,t)\)-colouring of the family to be an \(r\)-colouring of its members such that each colour class is \(t\)-intersecting\(^1\). The Erdős–Rothschild problem then asks which families maximise the number of \((r,t)\)-colourings. The study of this problem was initiated by Hoppen, Kohayakawa and Lefmann [62]. Note that, in contrast to the triangle-free case, this problem is trivial when \(r = 2\). Indeed, let \(F\) be any family, and let \(F' \subset F\) be a maximal \(t\)-intersecting subfamily. For any \(F \in F\setminus F'\), there must be some \(F' \in F'\) such that \(\{F, F'\}\) is not \(t\)-intersecting. Thus in any \((2,t)\)-colouring of \(F\), \(F\) and \(F'\) must receive opposite colours. It follows that every \((2,t)\)-colouring of \(F\) is determined by its restriction to \(F'\), and hence there are at most \(2^{|F'|} (2,t)\)-colourings. On the other hand, any two-colouring of a \(t\)-intersecting family \(G\) is a \((2,t)\)-colouring, giving precisely \(2^{|G|}\) such colourings. Hence the largest \(t\)-intersecting families also have the most \((2,t)\)-colourings\(^2\). The problem is of interest, then, when \(r \geq 3\).

In the following sections we shall review what are known before presenting our new results.

3.1.1 Permutations

Denote by \(S_n\) the symmetric group on \([n]\). A family of permutations \(F \subseteq S_n\) is called \(t\)-intersecting if any two permutations in \(F\) agree on at least \(t\) points; that is, for any \(\sigma, \pi \in F\), \(|\{i \in [n] : \sigma(i) = \pi(i)\}| \geq t\). A natural example of a \(t\)-intersecting family \(F \subseteq S_n\) is a \(t\)-star, where there exist \(i_1, \ldots, i_t \in [n]\) and \(j_1, \ldots, j_t \in [n]\) such that for every \(\sigma \in F\), \(\sigma(i_1) = j_1, \ldots, \sigma(i_t) = j_t\). Confirming a conjecture of Deza and Frankl [44], Ellis, Friedgut and Pipel [31] proved that, for \(n\) sufficiently large with respect to \(t\), a \(t\)-intersecting family \(F \subseteq S_n\) has size at most \((n - t)!\), with equality only if \(F\) is a \(t\)-star.

Our first result is an Erdős-Rothschild-type extension of the aforementioned theorem of Ellis, Friedgut and Pipel.

**Theorem 3.1.1** ([20]). For every \(t \geq 1\), there is an \(n_0 = n_0(t)\) such that if \(n \geq n_0\), then a family \(F \subseteq S_n\) can have at most \(3^{(n-t)!}\) \((3,t)\)-colourings, with equality if and only if \(F\) is a \(t\)-star.

---

\(^1\)A family \(F\) is called \(t\)-intersecting if and only the intersection of every pair in \(F\) has size at least \(t\).

\(^2\)With a little more work, one can often show uniqueness.
3.1.2 Set families

For $k \geq 2$ and $1 \leq t < k$, a $k$-uniform family $\mathcal{F}$ on the ground set $[n]$ is $t$-intersecting if every two sets of $\mathcal{F}$ share at least $t$ elements. A family $\mathcal{F}$ is called a $t$-star if every sets in $\mathcal{F}$ contains a fixed set of $t$ elements. The classic Erdős-Ko-Rado theorem [37] states that for $n$ sufficiently large with respect to $k$ and $t$, the largest $t$-intersecting $k$-uniform families on $[n]$ have $\binom{n-t}{k-t}$ edges. Frankl [42] and Wilson [95] later showed that $n \geq (t+1)(k-t+1)$ was the correct bound. Moreover, for $n > (t+1)(k-t+1)$ equality is attained only by $t$-stars.

We show that just beyond the bound $n \geq (t+1)(k-t+1)$, $t$-stars also maximise the number of $(3,t)$-colourings.

**Theorem 3.1.2 ([20]).** Let $n,k \geq 64$ and $t \geq 1$ be integers such that $n \geq (t+1)(k-t+1)+\eta_{k,t}$, where

$$\eta_{k,t} = \begin{cases} 
  k + 12 \log k & \text{for } t = 1, \\
  60 \log k & \text{for } t = 2 \text{ and } k - t \geq 3, \\
  1 & \text{for } t \geq 3 \text{ and } k - t \geq 3, \\
  1531 & \text{for } t \geq 2 \text{ and } k - t = 2, \\
  1244k & \text{for } t \geq 2 \text{ and } k - t = 1.
\end{cases}$$

Then, a $k$-uniform family $\mathcal{F}$ on $[n]$ can have at most $3^{\binom{n-t}{k-t}}$ $(3,t)$-colourings, with equality if and only if $\mathcal{F}$ is a $t$-star.

Observe that $\eta_{k,t} = 1$, which we have for most values of $k$ and $t$, is the best possible result, as when $n = (t+1)(k-t+1)$ there exist maximum $t$-intersecting families which are not $t$-stars. However, there is no doubt that the case $t = 1$ is the most natural and interesting to study. Theorem 3.1.2 shows $t$-stars maximise the number of $(3,1)$-colourings when $n \geq 3k + 12 \log k$.

We obtain the following result when colourings with four or more colours are considered.

**Theorem 3.1.3 ([20]).** Let $n,k$ and $r$ be integers with $k \geq 2$, $r \geq 4$ and $n \geq C r^2 k e^{k^2/n} \log n$ for sufficiently large constant $C$. All $k$-uniform families on $[n]$ which maximise the number of $(r,1)$-colourings are unions of $\lceil r/3 \rceil$ 1-stars.

Note that the same conclusion was obtained by Hoppen, Kohayakawa and Lefmann [62] for all $k, r$ and all $n \geq n_0(k,r)$ sufficiently large\footnote{Their bounds seem to require $n = \Omega_r(k^3)$.}. While Theorem 3.1.3 allows $k$ to be as large as $o(\sqrt{n \log n})$ when $r < \frac{n^{3/4}}{\log n}$. In the proof we utilise a stability version of the Erdős-Ko-Rado theorem due to Dinur and Friedgut [27]. This has prevented us from extending the present
result from 1 to larger $t$ as no analogue of the Dinur-Friedgut theorem has been established for $t > 1$.

### 3.1.3 Vector spaces

Let $\mathbb{F}_q^n$ be an $n$-dimensional vector space over the finite field $\mathbb{F}_q$. A simple counting argument shows that the number of $k$-dimensional subspaces of $\mathbb{F}_q^n$ is given by the Gaussian binomial coefficient

$$\binom{n}{k}_q := \prod_{i=0}^{k-1} \frac{q^{n-i} - 1}{q^{k-i} - 1}.$$ 

A family $\mathcal{F}$ of $k$-dimensional subspaces of $\mathbb{F}_q^n$ is called *t-intersecting* if $\dim(F_1 \cap F_2) \geq t$ for any two subspaces $F_1, F_2 \in \mathcal{F}$. Hsieh [66], and Frankl and Wilson [46] proved an Erdős-Ko-Rado type theorem for this setting, showing that for $n \geq 2k + 1$, any $t$-intersecting family of $k$-dimensional subspaces of $\mathbb{F}_q^n$ has size at most $\binom{n-t}{k-t}_q$. Moreover, the only families achieving equality are $t$-stars, consisting of all $k$-dimensional subspaces through a given $t$-dimensional subspace. For an alternate proof, see [18].

The results we obtain for permutations and hypergraphs can be extended to vector spaces as well, and here we prove 1-stars maximise the number of $(3,1)$-colourings.

**Theorem 3.1.4** ([20]). Suppose $n$, $k$ and $q$ are integers with $k \geq 7$, $n \geq 2k + 1$ and $q \geq 2$. Then a family $\mathcal{V}$ of $k$-dimensional subspaces of $\mathbb{F}_q^n$ can have at most $3^{\binom{n-t}{k-t}_q} (3,1)$-colourings, with equality if and only if $\mathcal{V}$ is a 1-star.

The bound of $n \geq 2k + 1$ for $q \geq 2$ and $k \geq 7$ in the theorem is tight as the 1-stars are not the unique extremal families for smaller values of $n$. We remark that for a fixed prime power $q$ and integers $k > t \geq 1$, and sufficiently large $n$, Hoppen, Lefmann and Odermann [65] determined families of $k$-dimensional subspaces of $\mathbb{F}_q^n$ that maximise the number of $(3,t)$- and $(4,t)$-colourings.

### 3.2 Three-coloured families

In this section we prove our results for $(3,t)$-colourings of families. The first subsection is devoted to a general lemma, which gives a simple condition for the number of $(3,t)$-colourings.

---

4Recently, we have managed to generalise Theorem 3.1.3 to cover the case $t > 1$. The proof will appear in a new version of [20].

5In contrast, our bound on $n$ does not depend on $q$. 
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to be maximised by the largest $t$-intersecting families. In the subsequent subsections, we verify this condition in the settings of permutations, vector spaces and set families.

### 3.2.1 A general lemma

The following lemma, phrased in general terms that will be applicable in all of our settings, gives a simple condition for the number of $(3, t)$-colourings to be maximised by the largest $t$-intersecting families.

**Lemma 3.2.1.** Let $N_0$ denote the size of the largest $t$-intersecting family, $N_1$ the size of the largest non-maximum $t$-intersecting family, and suppose two distinct maximum $t$-intersecting families can have at most $N_2$ members in common. Suppose further that there are at most $M$ maximal $t$-intersecting families. Provided

$$N_0 - \max(N_1, N_2) - 51 \log M > 0, \quad (3.1)$$

a family $\mathcal{F}$ can have at most $3^{N_0} (3, t)$-colourings, with equality if and only if $\mathcal{F}$ is a maximum $t$-intersecting family.

**Proof.** First, for every $t$-intersecting family $\mathcal{I}$, fix an (arbitrary) assignment of a maximal $t$-intersecting family $\mathcal{M}(\mathcal{I})$ containing $\mathcal{I}$. Now let $\mathcal{F}$ be any family, and let $c(\mathcal{F})$ denote the number of $(3, t)$-colourings of $\mathcal{F}$. We wish to show $c(\mathcal{F}) \geq 3^{N_0}$ if only if $\mathcal{F}$ is itself a $t$-intersecting family of size $N_0$. The colour classes of a $(3, t)$-colouring of $\mathcal{F}$ give rise to a partition $\mathcal{F} = \mathcal{I}_1 \sqcup \mathcal{I}_2 \sqcup \mathcal{I}_3$ into $t$-intersecting families. We can then map the $(3, t)$-colourings of $\mathcal{F}$ to triples of maximal intersecting families $(\mathcal{M}_1, \mathcal{M}_2, \mathcal{M}_3)$, where $\mathcal{M}_i = \mathcal{M}(\mathcal{I}_i)$ for $1 \leq i \leq 3$. Let $c(\mathcal{M}_1, \mathcal{M}_2, \mathcal{M}_3)$ denote the number of $(3, t)$-colourings of $\mathcal{F}$ mapped to the triple $(\mathcal{M}_1, \mathcal{M}_2, \mathcal{M}_3)$.

Since there are at most $M$ maximal $t$-intersecting families, by pigeonhole principle there exists a triple $(\mathcal{M}_1, \mathcal{M}_2, \mathcal{M}_3)$ with $c(\mathcal{M}_1, \mathcal{M}_2, \mathcal{M}_3) \geq 3^{N_0} M^{-3}$. If $\mathcal{M}_1 = \mathcal{M}_2 = \mathcal{M}_3 = \mathcal{M}$ for some maximal intersecting family $\mathcal{M}$, then we have $\mathcal{F} \subseteq \mathcal{M}$, and so $c(\mathcal{F}) = 3^{\lfloor |\mathcal{F}| \rfloor} \leq 3^{|\mathcal{M}|} \leq 3^{N_0}$, with equality if and only if $\mathcal{F} = \mathcal{M}$ and $|\mathcal{M}| = N_0$. Hence we may assume $\mathcal{M}_1, \mathcal{M}_2$ and $\mathcal{M}_3$ are not the same.

We now seek to upper bound the number of $(3, t)$-colourings mapped to $(\mathcal{M}_1, \mathcal{M}_2, \mathcal{M}_3)$. Noting that a set $F \in \mathcal{F}$ can receive colour $i$ only if $F \subseteq \mathcal{M}_i$. Now let $e_s$ denote the number of sets that are contained in exactly $s$ families $C_i$’s, where $1 \leq s \leq 3$. We then have $c(\mathcal{M}_1, \mathcal{M}_2, \mathcal{M}_3) \leq 1^e_1 2^e_2 3^e_3 = 2^e_2 3^e_3$.

Since there are at least two distinct maximal families in $\mathcal{M}_1, \mathcal{M}_2$ and $\mathcal{M}_3$, we either have a non-maximum $t$-intersecting family or two distinct maximum $t$-intersecting families,
and so $e_3 = |M_1 \cap M_2 \cap M_3| \leq \max (N_1, N_2)$. We also have $2e_2 + 3e_3 \leq e_1 + 2e_2 + 3e_3 = |M_1| + |M_2| + |M_3| \leq 3N_0$, and hence $e_2 \leq \frac{3}{2}(N_0 - e_3)$. Thus

$$c(M_1, M_2, M_3) \leq 2^{\frac{3}{2}(N_0 - e_3)}e_3 = 2^{\frac{3}{2}N_0} \left( 3 \cdot 2^{-\frac{3}{2}} \right)^{\max(N_1, N_2)}.$$ 

Since $c(M_1, M_2, M_3) \geq c(F)M^{-3}$, this gives

$$c(F) \leq 2^{\frac{3}{2}N_0} \left( 3 \cdot 2^{-\frac{3}{2}} \right)^{\max(N_1, N_2)} M^3 = 3^{N_0} \left( 2^{\frac{3}{2}} \cdot 3^{-1} \right)^{N_0 - \max(N_1, N_2) - \frac{6 \log M}{2 \log 3 \cdot 3 \log 2}} < 3^{N_0}$$

as $N_0 - \max(N_1, N_2) - 51 \log M > 0$. Therefore, the only families maximising the number of $(3, t)$-colourings are the maximum $t$-intersecting families.

In order to obtain concrete results for permutations, vector spaces and set families, we must check that (3.1) holds. This will entail using an Erdős–Ko–Rado-type theorem to determine $N_0$, a Hilton–Milner-type theorem for $N_1$, and having appropriate bounds on $N_2$ and $M$. In the following subsections, we verify the inequality in each of these settings.

### 3.2.2 Permutations

In this section we shall prove Theorem 3.1.1. In light of Lemma 3.2.1, we need to verify condition (3.1).

**Proof of Theorem 3.1.1.** A theorem of Ellis, Friedgut and Pilpel [31, Theorem 3] shows that for $n$ sufficiently large with respect to $t$, the largest $t$-intersecting subfamilies of $S_n$ are $t$-stars. So we have $N_0 = (n - t)!$. Two distinct $t$-stars are either disjoint or fix at least $t + 1$ elements, and so $N_2 = (n - t - 1)!$. By the stability result of Ellis [29, Theorem 9], a non-maximum maximal $t$-intersecting family can contain at most $N_1 = (1 - 1/e + o(1))(n - t)!$ permutations. It follows that $\max(N_1, N_2) = (1 - 1/e + o(1))(n - t)!$. Finally, it was proved by Balogh, Das, Delcourt, Liu and Sharifzadeh [5, Proposition 3.1] that the number of maximal $t$-intersecting families of permutations is at most $M = n^{2n-2t+1}$.

It remains to verify that (3.1) holds. We have, for large $n$,

$$N_0 - \max(N_1, N_2) - 51 \log M = (1/e + o(1))(n - t)! - 51n^{2n-2t+1} \log n > 0,$$

since $(n - t)! \geq \left( \frac{2n-t}{e} \right)^{n-t}$. Hence, by Lemma 3.2.1, a family $F \subseteq S_n$ can have at most $3^{(n-t)!}$ $(3, t)$-colourings, with equality if and only if $F$ is a $t$-star. 

\[ \square \]
3.2.3 Set families

We now turn our attention to set families, and seek to prove Theorem 3.1.2 via Lemma 3.2.1. The following inequality will be useful for our analysis:

\[
\frac{\binom{a}{r}}{\binom{b}{r}} = \prod_{j=0}^{r-1} \frac{a-j}{b-j} \geq \left( \frac{a}{b} \right)^r \text{ for } a \geq b \geq r.
\]  

(3.2)

**Proof of Theorem 3.1.2.** We shall verify that, for \(n, k \text{ and } t\) as in the statement of the theorem, the condition (3.1) holds.

We begin with the case \(t = 1\). By the extremal result of Erdős, Ko and Rado [37, Theorem 1], the 1-stars are the largest intersecting families, and so \(N_0 = \binom{n-1}{k-1}\). The intersection of two distinct 1-stars fixes 2 elements, and hence \(N_2 = \binom{n-2}{k-2}\). The stability result of Hilton and Milner [59, Theorem 3] bounds the sizes of non-maximum maximal intersecting families by at most \(N_1 = \binom{n-1}{k-1} - \binom{n-1-k-1}{1-1} + 1\). Hence \(\max(N_1, N_2) \leq \binom{n-1}{k-1} - \binom{n-1-k-1}{1-1} + 1\). Finally, the number of maximal intersecting families can be bounded by \(M = \binom{n}{k}\), due to Balogh et al. [5, Proposition 4.1]. Since \(\binom{n}{k} \leq 2^n\), we can estimate \(\log M \leq n(\frac{2k-1}{k-1})\). Therefore, using (3.2), we obtain

\[
N_0 - \max(N_1, N_2) - 51 \log M \geq \left( \binom{n-k-1}{k-1} - 51n \binom{2k-1}{k-1} - 1 \right.
\]

\[
\geq \left( \left( \frac{n-k-1}{2k-1} \right)^{k-1} - 51n \left( \frac{2k-1}{k-1} \right) - 1 \right).
\]

For \(t = 1\), we have \(n \geq (t + 1)(k - t + 1) + \eta_{k,t} = 3k + 12 \log k\). It follows that

\[
\left( \frac{n-k-1}{2k-1} \right)^{k-1} = \frac{n-k-1}{2k-1} \left( \frac{n-k-1}{2k-1} \right)^{k-2} \geq \frac{n}{4k} \left( 1 + \frac{12 \log k}{2k-1} \right)^{k-2}
\]

As \(1 + x \geq \exp(6x/11)\) for \(x \in [0, 1]\), we have

\[
\left( 1 + \frac{12 \log k}{2k-1} \right)^{k-2} \geq \exp \left( \frac{72(k-2) \log k}{22k} \right) \geq \exp(3 \log k) = k^3,
\]

for \(k \geq 64\). Thus, \(N_0 - \max(N_1, N_2) - 51 \log M \geq \left( \frac{4nk^2 - 51}{k} \right) \left( \frac{2k-1}{k-1} \right) - 1 > 0\).

From now on we suppose \(t \geq 2\). The theorem of Wilson [95] shows that for \(n \geq (t+1)(k-t+1)\), the largest \(t\)-intersecting hypergraphs are \(t\)-stars, and so we have \(N_0 = \binom{n-t}{k-t}\). The intersection of two distinct \(t\)-stars fixes at least \(t + 1\) elements, and so \(N_2 = \binom{n-t}{k-t-1}\). By the stability theorem of Ahlswede and Khachatrian [1], a non-maximum maximal \(t\)-intersecting can have at most

\[
N_1 = \begin{cases} \binom{n-t}{k-t} - \frac{n-(t+1)(k-t+1)}{n-t-1} \binom{n-t-1}{k-t} & \text{if } k \leq 2t + 1, \\ \binom{n-t}{k-t} - \min \left( \frac{n-(t+1)(k-t+1)}{n-t-1} \binom{n-t-1}{k-t}, \binom{n-k-1}{k-t} - t \right) & \text{if } k \geq 2t + 2 \end{cases}
\]
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Finally, Balogh et al. [5, Proposition 4.1] bound the number of maximal intersecting families by $M = \binom{n}{k^{(2(k-t)+1)}}$.

We now handle the case $k - t = 1$. Since $M = \binom{n}{k^{(2(k-t)+1)}} = \binom{n}{k}^3$, we can evaluate $\log M \leq 3k \log \left(\frac{en}{k}\right)$. Combining this inequality with (3.4), one gets

$$N_0 - \max(N_1, N_2) - 51 \log M \geq \frac{n - (t + 1)(k - t + 1)}{n - t - 1} \left(\frac{n - t - 1}{k - t}\right) - 153k \log \left(\frac{en}{k}\right)$$

$$= n - 2k - 153k \log \left(\frac{en}{k}\right).$$

Since we are assuming $n \geq (t + 1)(k - t + 1) + \eta_{k,t} = 2k + \eta_{k-1} = 124k$, this expression is increasing in $n$, and hence $N_0 - \max(N_1, N_2) - 51 \log M \geq (1244 - 153 \log(1246e))k > 0$.

We next treat the case when $t \geq 2$ and $k - t = 2$. By using the inequalities $\log M \leq \binom{n}{k^{(2(k-t)+1)}}n = 10n$, $n \geq (t + 1)(k - t + 1) + \eta_{k,k-2} > 3k$ and (3.4), we see that

$$N_0 - \max(N_1, N_2) - 51 \log M \geq \left(\frac{1}{3} \eta_{k,k-2} - 510\right)n > 0.$$ 

It remains to verify (3.1) of Lemma 3.2.1 in the cases when $t \geq 2$ and $k - t \geq 3$. Using the trivial bound $\binom{n}{k} \leq 2^n$, we obtain $\log M \leq n\binom{2(k-t)+1}{k-t} \leq 2n\binom{2(k-t)}{k-t}$. By (3.3) and noting that $n - k - 1 \geq t(k - t) + \eta_{k,t}$, we have

$$N_0 - \max(N_1, N_2) - 51 \log M \geq \frac{1}{n} \left(\frac{n - k - 1}{k - t}\right) - n - 102n \binom{2(k-t)}{k-t}$$

$$(\text{3.2}) \geq \left(\frac{1}{n} \left(\frac{n - k - 1}{2(k - t)}\right)^{k-t} - 103n\right) \binom{2(k-t)}{k-t}$$

$$\geq \left(\frac{n^{10}}{4(k-t)^{11}} \frac{(t(k-t) + \eta_{k,t})^{k-t-11}}{2(k-t)} - 103n\right) \binom{2(k-t)}{k-t}. \quad (3.5)$$

If $t = 2$, then $\eta_{k,t} = 60 \log k$ and $\frac{t(k-t) + \eta_{k,t}}{2(k-t)} = 1 + \frac{30 \log k}{k-2}$. Since $1 + x \geq \exp(x/2)$ for $x \in [0, \frac{5}{2}]$, we have

$$(k - 2)^{-11} \left(1 + \frac{30 \log k}{k-2}\right)^{k-13} \geq k^{-11} \exp \left(\frac{15(k - 13) \log k}{k - 2}\right) \geq k^{-11} \exp(11 \log k) = 1$$
as \( k \geq 64 \). Combining this inequality with (3.5) we find that

\[
N_0 - \max(N_1, N_2) - 51 \log M \geq (4^{-11} n^{10} - 103n) \left( \frac{2(k - t)}{k - t} \right) > 0,
\]

for \( n \geq k \geq 64 \).

If \( t \geq 3 \), then \((k - t)^{-11} \left( \frac{t(k - t) + n_k}{2(k - t)} \right)^{k - t - 11} > (k - t)^{-11} \left( \frac{3}{2} \right)^{k - t - 11}\). This expression attains the minimum at \( k - t = 27 \), and so from (3.5) it follows that

\[
N_0 - \max(N_1, N_2) - 51 \log M \geq (108^{-11} 1.5^{16} n^{10} - 103n) \left( \frac{2(k - t)}{k - t} \right) > 0,
\]

for \( n \geq (t + 1)(k - t + 1) + 1 \geq 4k - 7 \geq 249 \).

\[\square\]

### 3.2.4 Vector spaces

We conclude this section by proving Theorem 3.1.4.

**Proof of Theorem 3.1.4.** Before we begin our calculations, it will be useful to have some bounds on the Gaussian binomial coefficient. Observe that

\[
q^{k(n-k)} \leq \begin{bmatrix} n \end{bmatrix}_q = \prod_{i=0}^{k-1} q^{n-i} - 1 \leq (2q)^{(k-k)}.
\] (3.6)

By the extremal result of Hsieh [66, Theorem 4.4], the 1-stars are the largest intersecting families, and so \( N_0 = \begin{bmatrix} n-1 \end{bmatrix}_{k-1} \). As the intersection of two distinct 1-stars fixes a 2-dimensional subspace, we must have \( N_2 = \begin{bmatrix} n-2 \end{bmatrix}_{k-2} \). On the other hand, by the stability result of Blokhuis, Brouwer, Chowdhury, Frankl, Mussche, Patkós and Szőnyi [11, Theorem 1.4], a maximal family that is not a star can have at most \( N_1 = \begin{bmatrix} n-1 \end{bmatrix}_q - q^{k(k-1)} \begin{bmatrix} n-k-1 \end{bmatrix}_{k-1} + q^k \) subspaces, a quantity slightly larger than \( \begin{bmatrix} n-2 \end{bmatrix}_{k-2} \). Thus \( \max(N_1, N_2) = \begin{bmatrix} n-1 \end{bmatrix}_q - q^{k(k-1)} \begin{bmatrix} n-k-1 \end{bmatrix}_{k-1} + q^k \).

Finally, the work of Balogh et al. [5, Proposition 6.1] allows us to bound the number of maximal intersecting families by \( M = \begin{bmatrix} n \end{bmatrix}_{\binom{k-1}{k-1}} \). Putting these parameters together, we have

\[
N_0 - \max(N_1, N_2) - 51 \log M \geq q^{(k-1)} \begin{bmatrix} n-k-1 \end{bmatrix}_{k-1} - q^k - 51 \left( \frac{2k-1}{k-1} \right) \log \begin{bmatrix} n \end{bmatrix}_q \]

\[
\overset{(3.6)}{\geq} q^{(k-1)} \cdot q^{(k-1)(n-2k)} - q^k - 51 \cdot 4^k(n-k) \log(2q)
\]

\[
= q^{(k-1)(n-k)} - q^k - 51k(n-k)4^k \log(2q)
\]

\[
\geq q^{(k-1)(n-k)} - q^k - 13n^2 4^k \log(2q). \] (3.7)

Since \( 7 \leq k < n/2 \) and \( q \geq 2 \), we may bound \( q^{(k-1)(n-k)} \geq q^{3n} \), \( q^k \leq q^{n/2} \), \( 4^k \leq q^{n-1} \) and \( \log(2q) \leq q \), and hence the right hand side of (3.7) can be bounded from below by

\[
q^{3n} - q^{n/2} - 13n^2 q^n > q^n - q^{n/2} > 0,
\]
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where in the first inequality we use the fact that \( q^{2n} > 13n^2 \) for all \( q \geq 2 \) and \( n \geq 2k+1 \geq 15 \).
This completes the proof of Theorem 3.1.4.

\[ \square \]

**Remark 3.2.2.** We may apply the stability result of Ellis [30] to show that every family \( \mathcal{V} \) of \( k \)-dimensional subspaces of \( \mathbb{F}_q^n \) has at most \( 3^{(n-t)q} (3,t) \)-colourings, with equality if and only if \( \mathcal{V} \) is a \( t \)-star, provided \( n \geq n_0(q,t,k) \) sufficiently large. This recovers a result of Hoppen, Lefmann and Odermann [65] mentioned in the introduction. By extending Lemma 3.2.1 from 3 to larger \( r \), we can prove that, a family maximises the number of \( (r,t) \)-colourings only if it is an union of \( t \)-stars. This rough structure characterisation allows us to determine the optimal families for \( r \geq 5 \) and \( t = 1 \), and for \( r \in \{5,6,9\} \) and \( t > 1 \). We refer the readers to [20] for the details.

### 3.3 Multicoloured families

In this section we shall investigate the number of \( (r,t) \)-colourings of set families for \( r \geq 4 \), obtaining a precise characterisation of the extremal families for many ranges of the parameters.

We begin with an optimisation problem that motivates the constructions for the lower bound.

#### 3.3.1 Optimisation problem

A maximum intersecting family has \( r^{N_0} (r,1) \)-colourings, since each of the \( N_0 \) members of the family can be receive any of the \( r \) colours. However, when \( r \geq 4 \), we can do better by distributing the colours between a larger number of maximum intersecting families. The following optimisation problem, earlier discussed in [62], suggests that it is optimal to take \( \lceil r/3 \rceil \) maximum intersecting families, and assign three colours to as many of them as possible.

**Lemma 3.3.1.** Let \( r \geq 2 \) be an integer. Consider the maximisation problem below, denoted by \( \text{MAX}(r) \),

\[
\begin{align*}
\text{maximise} & \quad \text{OBJ}(\vec{\alpha}) = \prod_{i: \alpha_i \neq 0} \alpha_i \\
\text{subject to} & \quad \sum_{i=1}^{r} \alpha_i \leq r,
\end{align*}
\]

and let \( \text{OPT}(r) \) denote its optimal value. The following statements hold.

(i) For a feasible vector \( \vec{\alpha} \), either \( \text{OBJ}(\vec{\alpha}) = \text{OPT}(r) \) or \( \text{OBJ}(\vec{\alpha}) \leq \frac{8}{9} \text{OPT}(r) \).

(ii) Up to a permutation of coordinates, all optimal solutions take one of the following forms:
(a) \( r \equiv 0 \pmod{3} \): \( \vec{\alpha} = (3, \ldots, 3, 0, \ldots, 0) \).

(b) \( r \equiv 1 \pmod{3} \): \( \vec{\alpha} = (2, 3, \ldots, 3, 0, \ldots, 0) \) or \( \vec{\alpha} = (4, 3, \ldots, 3, 0, \ldots, 0) \).

(c) \( r \equiv 2 \pmod{3} \): \( \vec{\alpha} = (2, 3, \ldots, 3, 0, \ldots, 0) \).

Proof. We will prove the lemma by showing that, if \( \OBJ(\vec{\alpha}) \geq \frac{8}{9} \OPT(r) \), then \( \vec{\alpha} \) is as in (a), (b) or (c) of (ii).

Suppose \( \alpha_i \geq 5 \) for some \( i \). Then, there exists \( j \neq i \) such that \( \alpha_j = 0 \), as \( \sum_{i=1}^{r} \alpha_i \leq r \).

Consider a new vector \( \vec{\alpha}' \), where we replace \( \alpha_i \) and \( \alpha_j \) with 3 and \( \alpha_i - 3 \) respectively. Clearly, \( \vec{\alpha}' \) is feasible, and \( \OBJ(\vec{\alpha}') = \frac{3(\alpha_i-3)}{\alpha_i} \cdot \OBJ(\vec{\alpha}) \geq \frac{8}{9} \OBJ(\vec{\alpha}) > \OPT(r) \), a contradiction.

Hence we may assume every coordinate of \( \vec{\alpha} \) is at most 4. Now suppose \( \sum_{i=1}^{r} \alpha_i < r \). Since \( \OBJ(\vec{\alpha}) \geq \frac{8}{9} \OPT(r) > 0 \), we must have \( \alpha_i \neq 0 \) for some \( i \). Let \( \vec{\alpha}' \) be the vector formed by replacing \( \alpha_i \) with \( \alpha_i + 1 \). Obviously, \( \vec{\alpha}' \) is feasible, and \( \OBJ(\vec{\alpha}') = \frac{\alpha_i+1}{\alpha_i} \OBJ(\vec{\alpha}) \geq \frac{5}{4} \OBJ(\vec{\alpha}) > \OPT(r) \), since \( 1 \leq \alpha_i \leq 4 \) and \( \OBJ(\vec{\alpha}) > \frac{8}{9} \OPT(r) \). This is a contradiction.

Suppose \( \vec{\alpha} \) has two coordinates \( \alpha_i = 1 \) and \( 1 \leq \alpha_j \leq 4 \). Form a new vector \( \vec{\alpha}' \) by replacing these coordinates with 0 and \( \alpha_j + 1 \). Then, \( \vec{\alpha}' \) is again feasible, and \( \OBJ(\vec{\alpha}') = \frac{\alpha_i+1}{\alpha_j} \OBJ(\vec{\alpha}) \geq \frac{5}{4} \OBJ(\vec{\alpha}) > \OPT(r) \), contradicting our assumption.

Thus every coordinate must be either 0, 2, 3 or 4. Replacing every 4 with two coordinates both equal to 2 preserves feasibility without changing its objective value. Suppose now we have at least three coordinates equal to 2. Form a new vector \( \vec{\alpha}' \) by replacing those three coordinates with 2 and one coordinate equal to 0. The resulting vector \( \vec{\alpha}' \) is still feasible, and \( \OBJ(\vec{\alpha}') = \frac{9}{8} \OBJ(\vec{\alpha}) \). Hence there can be at most two coordinates equal to 2, and, up to permutation of coordinates, there is only one option for every \( r \).

This implies the optimal solutions have all non-zero coordinates equal to 3, except for perhaps one or two coordinates equal to 2, or one coordinate equal to 4, giving the characterisation in (ii). \( \square \)

3.3.2 Extremal families

Given integers \( n, k, \ell \), we write \( \mathcal{S}_{n,k,\ell} = \{ F \in \binom{[n]}{k} : F \cap [\ell] \neq \emptyset \} \). In this section we shall show \( \mathcal{S}_{n,k,[r/3]} \) maximises the number of \( (r, 1) \)-colourings, provided \( n > C r^2 k e^{k^2/n} \log n \). Below we write \( c(\mathcal{F}) \) for the number of \( (r, 1) \)-colourings of the family \( \mathcal{F} \). To show \( \mathcal{S}_{n,k,[r/3]} \) is an optimal family, we require a result of Dinur and Friedgut [27, Theorem 1.4].
**Theorem 3.3.2.** There exists a constant \( K > 0 \) such that if \( F \subseteq \binom{[n]}{k} \) is an intersecting family then there exists \( i \in [n] \) such that all but \( K \binom{n-2}{k-2} \) of the sets in \( F \) contain \( i \).

We also need the following generalisation of the Erdős-Ko-Rado theorem (see [50] and [45, Theorem 3]).

**Theorem 3.3.3.** Let \( n \) and \( k \) be integers such that \( 2 \leq k < n/2 \). Let \( A \) and \( B \subseteq \binom{[n]}{k} \) be two families such that \( A \cap B \neq \emptyset \) for every \( A \in A \) and \( B \in B \). Then \( \min(|A|, |B|) \leq \binom{n-1}{k-1} \).

We also require the following version of Hoeffding’s Inequality (see [60, Theorem 2]).

**Theorem 3.3.4.** Let the random variables \( X_1, \ldots, X_n \) be independent, with \( 0 \leq X_i \leq a \) for each \( i \). Let \( X = \sum_{i=1}^n X_i \). Then, for any \( t > 0 \),

\[
\mathbb{P}(|X - \mathbb{E}[X]| \geq t) \leq 2 \exp \left( -\frac{t^2}{2an} \right).
\]

In our notation, Theorem 3.1.3 gives \( c(n, k, r, 1) = c(\mathcal{S}_{n,k,[r/3]}) \). It will be useful to have a simple lower bound on \( c(n, k, r, 1) \). Indeed, let \( (\alpha_1, \ldots, \alpha_{[r/3]}, 0, \ldots, 0) \) be a vector which solves \( \text{OPT}(r) \). We can use \( \alpha_i \) colours to colour the sets in \( \{ F \in \binom{[n]}{k} : \min F = i \} \) for every \( 1 \leq i \leq [r/3] \). This gives rise to at least \( (\prod_i \alpha_i)^{\binom{n-1}{k-1} - r\binom{n-2}{k-2}} \) \((r,1)\)-colourings of \( \mathcal{S}_{n,k,[r/3]} \).

Hence

\[
c(n, k, r, 1) \geq \left[ \text{OPT}(r) \right]^{\binom{n-1}{k-1} - r\binom{n-2}{k-2}}. \tag{3.8}
\]

**Proof of Theorem 3.1.3.** Let \( \mathcal{F} \) be an extremal system. As \( c(\mathcal{F}) > 0 \), by applying Theorem 3.3.2 we can assume without loss of generality that

\[
|\{ F \in \mathcal{F} : \min F > r \}| \leq Kr \binom{n-2}{k-2}. \tag{3.9}
\]

Our proof splits into two main steps.

**Step 1:** Describe a typical colouring of \( \mathcal{F} \).

Consider an \((r,1)\)-colouring \( \varphi \) of \( \mathcal{F} \). For each vertex \( i \in [n] \) and each colour \( \sigma \in [r] \), let \( \mathcal{F}_{i,\sigma} \) denote the subfamily of \( \mathcal{F}_i := \{ F \in \mathcal{F} : i \in F \} \) induced by sets of colour \( \sigma \). We say \( \mathcal{F}_{i,\sigma} \) is **substantial** if \( |\mathcal{F}_{i,\sigma}| \geq 3 \binom{n-2}{k-2} \). The family \( \mathcal{F}_i \) is called **s-influential** if there are precisely \( s \) colours \( \sigma \in [r] \) for which \( \mathcal{F}_{i,\sigma} \) is substantial.

**Claim 3.3.5.** Suppose \( \varphi \) is an \((r,1)\)-colouring of \( \mathcal{F} \subseteq \binom{[n]}{k} \). Then, for each colour \( \sigma \in [r] \) there is at most one vertex \( i \in [n] \) such that \( \mathcal{F}_{i,\sigma} \) is substantial.

**Proof.** Assume to the contrary that \( \mathcal{F}_{i,\sigma} \) and \( \mathcal{F}_{j,\sigma} \) are substantial for some \( i \neq j \). Let \( A = \{ F : F \in \mathcal{F}_{i,\sigma}, j \notin F \} \) and \( B = \{ F : F \in \mathcal{F}_{j,\sigma}, i \notin F \} \). Since \( \varphi \) is an \((r,1)\)-colouring of \( \mathcal{F} \),
Claim 3.3.6. Suppose \(|\mathcal{A}|, |\mathcal{B}| \leq \binom{n-3}{k-2}\), and so \(\min(|\mathcal{F}_i,\sigma|, |\mathcal{F}_j,\sigma|) \leq \binom{n-3}{k-2} + \binom{n-2}{k-2} < 3\binom{n-2}{k-2}\). This contradicts our assumption that both \(\mathcal{F}_i,\sigma\) and \(\mathcal{F}_j,\sigma\) are substantial. \(\square\)

Given \(r \in \mathbb{N}\), we denote by \(\text{FEAS}(r)\) the set of all vectors \(\vec{\alpha} = (\alpha_1, \ldots, \alpha_r) \in \mathbb{N}^r\) with \(\sum_{i=1}^r \alpha_i \leq r\). For \(\vec{\alpha} \in \mathbb{N}^r\) let \(\mathcal{C}(\vec{\alpha})\) consist of all \((r, 1)\)-colourings \(\varphi\) of \(\mathcal{F}\) such that \(\mathcal{F}_i\) is \(\alpha_i\)-influential with respect to \(\varphi\) for all \(i \in [r]\). Then, Claim 3.3.5 implies

\[
c(\mathcal{F}) = \sum_{\vec{\alpha} \in \text{FEAS}(r)} |\mathcal{C}(\vec{\alpha})|.
\] (3.10)

We shall show the contribution of \(\mathcal{C}(\vec{\alpha})\) to \(c(\mathcal{F})\) is negligible unless \(\vec{\alpha}\) solves \(\text{OPT}(r)\). For those vectors \(\vec{\alpha}\), we describe a typical colouring in \(\mathcal{C}(\vec{\alpha})\). In order to do so we introduce a special class of colourings of \(\mathcal{F}\).

Suppose \(\vec{\alpha} \in \text{OPT}(r)\) and \(\mathcal{P}(\vec{\alpha}) = \{(P_1, \ldots, P_r) : |r| = P_1 \cup \ldots \cup P_r\text{ and } |P_i| = \alpha_i\text{ for all }i\}\). For \(P = (P_1, \ldots, P_r) \in \mathcal{P}(\vec{\alpha})\), we denote by \(\mathcal{SC}(\vec{\alpha}, P)\) the set of all \((r, 1)\)-colourings \(\varphi\) of \(\mathcal{F}\) with the following two properties

(P1) If \(\varphi(e) \in P_i\), then \(i \in e\);

(P2) If \(\sigma \in P_i\), then \(\sigma\) appears at least \(\frac{1}{4r} \binom{n-1}{k-1}\) times in \(\mathcal{F}_i\).

The set of \(\vec{\alpha}\)-star colourings of \(\mathcal{F}\) is defined as \(\mathcal{SC}(\vec{\alpha}) = \bigcup_{P \in \mathcal{P}(\vec{\alpha})} \mathcal{SC}(\vec{\alpha}, P)\).

The relevance of star colourings is revealed in the next claim.

Claim 3.3.6. Suppose \(|\mathcal{C}(\vec{\alpha})| \geq \exp\left(-\frac{1}{4} \binom{n-1}{k-1}\right) |\text{OPT}(r)|^{\frac{1}{k-1}}\), then the following statements hold:

(i) \(\vec{\alpha}\) solves \(\text{OPT}(r)\),

(ii) \(|\mathcal{F}_i| \geq \frac{1}{2} \binom{n-1}{k-1}\) for all \(i \in \text{supp}(\vec{\alpha})\).

(iii) \(\text{supp}(\vec{\alpha})\) is a cover of \(\mathcal{F}\),

(iv) \(|\mathcal{SC}(\vec{\alpha})| = (1 - o(1)) |\mathcal{C}(\vec{\alpha})|\).

Proof. By (3.10), it suffices to prove the statement for \(\vec{\alpha} \in \text{FEAS}(r)\). Set \(L := 3\binom{n-2}{k-2}\). Note that for each \(i \in [r]\) the family \(\mathcal{F}_i\) contains at most \(\binom{n-1}{k-1}\) sets. The number of ways we may choose and colour some of them such that these selected and coloured sets are not substantial is at most

\[
\sum_{(a_1, \ldots, a_r) \in [L]^r} \left( \prod_{s=1}^r \binom{|\mathcal{F}_i|}{a_s} \right) \leq \left( \sum_{a \in [L]} \binom{n-1}{a} \right)^r \leq \left( 2 \binom{(n-1)}{L} \right)^r \leq \left( \frac{n}{k} \right)^{3r \binom{n-2}{k-2}}. \tag{3.11}
\]
where the second inequality holds since $|\mathcal{F}_i| \leq \binom{n-1}{k-1}$. Moreover, the number of ways we may colour sets in the family $\{F \in \mathcal{F} : \min F > r\}$ is bounded from above by

$$r^{|\{F \in \mathcal{F} : \min F > r\}|} \leq r^{K r^{\binom{n-2}{k-2}}},$$

(3.12)
as $|\{F \in \mathcal{F} : \min F > r\}| < K r^{\binom{n-2}{k-2}}$ by (3.9). On the other hand, the $(\alpha_1 + \ldots + \alpha_r)$ colours that make the families $\mathcal{F}_1, \ldots, \mathcal{F}_r$ influential can be selected and distributed among the families $\mathcal{F}_1, \ldots, \mathcal{F}_r$ in at most

$$\left(\frac{r}{\alpha_1 + \ldots + \alpha_r}\right) \frac{(\alpha_1 + \ldots + \alpha_r)!}{\alpha_1! \cdots \alpha_r!} < r^r$$

(3.13)ways. To estimate $|C(\bar{\alpha})|$ it remains to bound the number of ways the remaining sets in $\mathcal{F}_i$ may be coloured with any of the $\alpha_i$ colours that makes $\mathcal{F}_i$ $\alpha_i$-influential. Trivially, the remaining sets in $\mathcal{F}_i$ can be coloured in at most

$$\max\{\alpha_i^{\mathcal{F}_i}, 1\} \leq \max\left\{\alpha_i^{\binom{n-1}{k-1}}, 1\right\}$$

(3.14)ways. In most of the cases this bound will suffice for our purpose. Now our analysis is divided into four cases.

(i) Assume to a contrary that $\bar{\alpha}$ does not solve $\text{OPT}(r)$. Combining (3.11), (3.12), (3.13) and (3.14), we find

$$|C(\bar{\alpha})| \leq \exp\left(3 r^2 \binom{n-2}{k-2} \log \left(\frac{n}{k}\right) + K \binom{n-2}{k-2} r \log r + r \log r \right) \left[\text{OBJ}(\bar{\alpha})\right]^{\binom{n-1}{k-1}}$$

$$\leq \exp\left(-\frac{1}{4} \left(\frac{n-k-1}{k-1}\right)\right) \left[\text{OPT}(r)\right]^{\binom{n-1}{k-1}},$$
as $\text{OBJ}(\bar{\alpha}) \leq \frac{8}{9} \text{OPT}(r)$ by Lemma 3.3.1, and $n > Cr^2 k e^{k^2/n} \log n$ by the hypothesis. This is a contradiction.

(ii) Suppose otherwise that $|\mathcal{F}_{i_0}| \leq \frac{1}{2} \binom{n-1}{k-1}$ for some $i_0 \in \text{supp}(\bar{\alpha})$. We can infer from (i) that $\bar{\alpha}$ solves $\text{OPT}(r)$, and hence $\alpha_{i_0} \geq 2$ by Lemma 3.3.1. It follows that the number of ways the sets in $\mathcal{F}_{i_0}$ may be coloured with any of the $\alpha_{i_0}$ colours chosen in (3.13) is at most

$$\alpha_{i_0}^{\mathcal{F}_{i_0}} \leq 2^{-\frac{1}{2}} \binom{n-1}{k-1} \cdot \alpha_{i_0}^{\binom{n-1}{k-1}}.$$

(3.15)Combining (3.11), (3.12), (3.13), (3.14) and (3.15), we conclude

$$|C(\bar{\alpha})| \leq \exp\left(3 r^2 \binom{n-2}{k-2} \log \left(\frac{n}{k}\right) + K \binom{n-2}{k-2} r \log r + r \log r - \frac{\log 2}{2} \cdot \left(\frac{n-1}{k-1}\right)\right)$$

$$\times \left[\text{OBJ}(\bar{\alpha})\right]^{\binom{n-1}{k-1}}$$

$$\leq \exp\left(-\frac{1}{4} \left(\frac{n-k-1}{k-1}\right)\right) \left[\text{OPT}(r)\right]^{\binom{n-1}{k-1}}.$$
when $n > C r^2 k e^{k^2/n} \log n$. This contradicts our assumption.

(iii) Suppose for a contradiction that supp($\vec{\alpha}$) is not a cover of $\mathcal{F}$. Again by (i) we conclude $\vec{\alpha}$ solves OPT($r$). Since supp($\vec{\alpha}$) is not a cover of $\mathcal{F}$, there exists a set $F \in \mathcal{F}$ with $F \cap$ supp($\vec{\alpha}$) = $\emptyset$. Suppose $F$ receives colour $\sigma$ and $i_0 \in$ supp($\vec{\alpha}$) is the vertex for which $\mathcal{F}_{i_0, \sigma}$ is substantial. Such a vertex $i_0$ exists since $\mathcal{F}$ is $\vec{\alpha}$-influential and $\sum_i \alpha_i = r$. We shall bound the number of ways we can colour the sets in $\mathcal{F}_{i_0}$ with $\alpha_{i_0}$ colours selected in (3.13). Indeed, there are at most $(\binom{n-k-1}{k-1})$ sets in $\mathcal{F}_{i_0}$ which are disjoint from $F$. Moreover, we can not use the colour of $F$ for those sets. Thus, we can colour them in at most $(\alpha_{i_0} - 1)(\binom{n-k-1}{k-1})$ ways.

On the other hand, there are at most $(\binom{n-1}{k-1} - (\binom{n-k-1}{k-1})$ sets in $\mathcal{F}_{i_0}$ that intersect $F$. These sets can be coloured in at most $\alpha_{i_0}^{(\binom{n-k-1}{k-1})}$ ways. Therefore, the number of ways we can colour the sets in $\mathcal{F}_{i_0}$ is bounded from above by

$$(\alpha_{i_0} - 1)(\binom{n-k-1}{k-1}) \cdot \alpha_{i_0}^{(\binom{n-k-1}{k-1})} \leq \left(\frac{3}{4}\right)^{\binom{n-k-1}{k-1}} \alpha_{i_0}^{(n-1)},$$

since $\alpha_{i_0} \leq 4$ by Lemma 3.3.1. Finally, it follows from (3.11), (3.12), (3.13), (3.14) and (3.16) that

$$|C(\vec{\alpha})| \leq \exp \left(3 n^2 \binom{n-2}{k-2} \log \binom{n}{k} + K \binom{n-2}{k-2} r \log r + r \log r + \log \left(\frac{3}{4}\right) \cdot \binom{n-k-1}{k-1} \right)$$

\times \left[\text{OBJ}(\vec{\alpha})\right]^{(n-1)}

\leq \exp \left(-\frac{1}{4} \binom{n-k-1}{k-1}\right) [\text{OPT}(r)]^{(n-1)},$$

for $n > C r^2 k e^{k^2/n} \log n$. This contradicts the assumption.

(iv) The assertion can be restated as $|C(\vec{\alpha}) \cup \bigcup_{P \in P(\vec{\alpha})} SC(\vec{\alpha}, P)| = o(|C(\vec{\alpha})|)$. By the definition, $C(\vec{\alpha}) \setminus SC(\vec{\alpha}, P)$ consists of all colourings $\varepsilon \in C(\vec{\alpha})$ satisfying one of the following properties

\begin{itemize}
  \item[(P1)] There exist $i \in [r], \sigma \in P_i$ and $e \in \mathcal{F} \setminus \mathcal{F}_i$ with $\varphi(e) = \sigma$;
  \item[(P2)] There are $i \in [r]$ and $\sigma \in P_i$ such that $\sigma$ appears less than $\frac{1}{4r} \binom{n-1}{k-1}$ times in $\mathcal{F}_i$.
\end{itemize}

To bound the number of colourings which satisfy $P_1$, we use the same argument as in (iii). The number of colourings with property $P_2$ can be bounded from above via Hoeffding’s inequality.

\[\square\]

For a vector $\vec{\alpha} \in \mathbb{N}^r$ which solves OPT($r$), we write $[\vec{\alpha}]$ for the set of all vectors $\vec{\beta} \in \mathbb{N}^r$ such that $\vec{\beta}$ solves OPT($r$) and supp($\vec{\beta}$) = supp($\vec{\alpha}$). A typical colouring of $\mathcal{F}$ is described in the following statement.

\(^6\)In other words, $\mathcal{F}_i$ is $\alpha_i$-influential for every $i \in [r]$. 
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Claim 3.3.7. There exists a vector $\vec{\alpha} \in \mathbb{N}^r$ such that

$$|C(\vec{\alpha})| \geq \exp \left( -\frac{1}{4} \left( \frac{n-k-1}{n-k-1} \right) \right) |\text{OPT}(r)|^{\frac{n-1}{n-k-1}} \text{ and } \sum_{\vec{\beta} \in [\vec{\alpha}]} |SC(\vec{\beta})| = (1 - o(1))c(F).$$

Proof. Recall that $\text{FEAS}(r) = \{(\alpha_1, \ldots, \alpha_r) \in \mathbb{N}^r | \sum_{i=1}^r \alpha_i \leq r \}$. Hence

$$|\text{FEAS}(r)| = \binom{2r}{r} < 4^r.$$ (3.17)

We infer from (3.8), (3.10) and (3.17) that there exists a vector $\vec{\alpha} \in \text{FEAS}(r)$ with

$$|C(\vec{\alpha})| \geq 4^{-r} \cdot |\text{OPT}(r)|^{\frac{n-1}{n-k-1}-\frac{n-2}{n-k-1}} > \exp \left( -\frac{1}{4} \left( \frac{n-k-1}{k-1} \right) \right) |\text{OPT}(r)|^{\frac{n-1}{n-k-1}}.$$ (3.18)

Let $V = \{ \vec{\beta} \in \mathbb{N}^r : |C(\vec{\beta})| \geq \exp \left( -\frac{1}{4} \left( \frac{n-k-1}{k-1} \right) \right) |\text{OPT}(r)|^{\frac{n-1}{n-k-1}} \}$. It follows from (3.18) and Claim 3.3.6 that $V \subseteq [\vec{\alpha}]$, and so

$$\sum_{\vec{\beta} \in [\vec{\alpha}]} |SC(\vec{\beta})| \geq \sum_{\vec{\beta} \in V} |SC(\vec{\beta})| = (1 - o(1)) \sum_{\vec{\beta} \in V} |C(\vec{\beta})|$$ (3.19)

by Claim 3.3.6 (iv). On the other hand,

$$\sum_{\vec{\beta} \in V} |C(\vec{\beta})| \leq 4^r \exp \left( -\frac{1}{4} \left( \frac{n-k-1}{k-1} \right) \right) |\text{OPT}(r)|^{\frac{n-1}{n-k-1}} \equiv o(c(F)).$$ (3.20)

for $n > Cr^2ke^{k^2/n} \log n$. Finally, by combining (3.10), (3.19), (3.20), we obtain

$$\sum_{\vec{\beta} \in [\vec{\alpha}]} |SC(\vec{\beta})| = (1 - o(1))c(F),$$

as desired. \qed

Step 2: Show that $S_{n,k,[r/3]}$ is optimal.

Claim 3.3.8. Let $\vec{\alpha}$ be the vector as in Claim 3.3.7. Then $F = \{ F \in \binom{[n]}{k} : F \cap \text{supp}(\vec{\alpha}) \neq \emptyset \}$.

Proof. For simplicity of notation, let $S = \{ F \in \binom{[n]}{k} : F \cap \text{supp}(\vec{\alpha}) \neq \emptyset \}$. Then, it follows from (3.18) and Claim 3.3.6 that $F \subseteq S$. Thus, $F \neq S$ if and only if there is $F \in S \setminus F$ for some $i \in \text{supp}(\vec{\alpha})$. Assume this is the case. To get a contradiction we prove $c(F \cup \{ F \}) \geq (2 - o(1))c(F)$. Note that, by Claim 3.3.7, we must have $\sum_{\vec{\beta} \in [\vec{\alpha}]} |SC(\vec{\beta})| = (1 - o(1))c(F)$. So it is enough to construct a 1-to-2 map between $\bigcup_{\vec{\beta} \in [\vec{\alpha}]} SC(\vec{\beta})$ and the set of $(r,1)$-colourings of $F \cup \{ F \}$. Indeed, let $\varphi$ be a colouring in $\bigcup_{\vec{\beta} \in [\vec{\alpha}]} SC(\vec{\beta})$, say $\varphi \in SC(\vec{\beta}, P)$ for some $\vec{\beta} \in [\vec{\alpha}]$ and $P = (P_1, \ldots, P_r) \in P(\vec{\beta})$. Notice that

$$\left| F_i \cap \bigcup_{j \in \text{supp}(\vec{\alpha}) \setminus \{i\}} F_j \right| \leq r \binom{n-2}{k-2}.$$ (3.21)
On the other hand, since \( \tilde{\beta} \) solves \( \text{OPT}(r) \) and since \( \varphi \in SC(\tilde{\beta}, P) \), we can infer from Lemma 3.3.1 and the definition of \( SC(\tilde{\beta}, P) \) that \( |P_i| \geq 2 \) and each colour in \( P_i \) appears at least \( \frac{1}{4r} \binom{n-1}{k-2} > r \binom{n-2}{k-2} \) times in \( F_i \). Combining this with (3.21), we conclude that at least two colours, say \( \sigma \) and \( \tau \), appear in \( F_i \setminus \bigcup_{j \in \text{supp}(\tilde{\alpha}) \setminus \{i\}} F_j \). Since \( \varphi \in SC(\tilde{\beta}) \), all the elements assigned either colour \( \sigma \) or colour \( \tau \) by \( \varphi \) must contain \( i \), and hence \( \varphi \) can be extended to two \( (r, 1) \)-colourings of \( F \cup \{ F \} \) by assigning either \( \sigma \) or \( \tau \) to \( F \). This finishes our proof of the claim. \( \Box \)

**Claim 3.3.9.** \( F \cong S_{n,k,[r/\beta]} \).

*Proof.* By Claim 3.3.8 and Lemma 3.3.1, we must have either \( F \cong S_{n,k,[r/\beta]} \) or \( F \cong S_{n,k,[r/\beta]-1} \).

Assume to a contrary that \( S_{n,k,[r/\beta]-1} \) maximises the number of \( (r, 1) \)-colourings. From this it follows from Claims 3.3.6 – 3.3.8 and Lemma 3.3.1 that \( r = 3s + 1 \) for some integer \( s \geq 1 \).

We then can deduce from Lemma 3.3.1 and Claim 3.3.7 that

\[
c(S_{n,k,[r/\beta]-1}) = (1 + o(1))s \cdot \frac{(3s + 1)!}{24 \cdot 3^{s-1}} \cdot \left( 7^{s-1} \cdot 6^{(s+1)/2} \right)^{(1+o(1))(n-2)/(k-2)} \cdot (4 \cdot 3^{s-1})^{n-1} - (s-1)(k-2),
\]

and

\[
c(S_{n,k,[r/\beta]}) = (1 + o(1)) \left( \frac{s + 1}{2} \right) \cdot \frac{(3s + 1)!}{4 \cdot 3^{s-1}} \cdot \left( 4 \cdot 5^{2(s-1)} \cdot 6^{(s+1)/2} \right)^{(1+o(1))(n-2)/(k-2)} \cdot (4 \cdot 3^{s-1})^{n-1} - s(n-2),
\]

for \( n > Cr^2k^2/e^{k^2} \log n \). So \( c(S_{n,k,[r/\beta]}) > c(S_{n,k,[r/\beta]-1}) \), which contradicts our assumption. \( \Box \)

Claim 3.3.9 shows that \( S_{n,k,[r/\beta]} \) maximises the number of \( (r, 1) \)-colourings, completing the proof of Theorem 3.1.3. \( \Box \)

### 3.4 Concluding remarks

In this chapter we study the Erdős-Rothschild extension for Erdős-Ko-Rado Theorem within various setting in discrete mathematics. We determined the maximum possible number of edge colourings of a hypergraph such that every colour class forms an intersecting hypergraph. Nevertheless, numerous open problems remain.

We could extend Theorem 3.1.1 for \( (r, 1) \)-colourings with \( 5 \leq r = o \left( \sqrt{\frac{n}{\log n}} \right) \) showing that the extremal families are isomorphic to the family \( \bigcup_{i=1}^{[r/\beta]} \mathcal{T}_i \), where \( \mathcal{T}_i \) is the coset \( \{ \sigma \in S_n | \sigma(i) = i \} \). For \( r = 4 \), our method allows us to show that one of the two families \( \mathcal{T}_{1,1} \cup \mathcal{T}_{1,2} \) and \( \mathcal{T}_{1,1} \cup \mathcal{T}_{2,2} \) would maximises the number of colourings. The proofs are almost identical to that of Theorem 3.1.3; we leave the details to the readers. The requirement that
\[ r = o\left(\sqrt{\frac{n}{\log n}}\right) \] seems somewhat artificial; we would expect the same statement to hold for much larger \( r \), say \( r = o(n) \), as well.

There is also the question of obtaining sharp dependency between \( n, k \) and \( t \) in Theorem 3.1.2. For \( t = 1 \) and \( n \geq 3k + 12 \log k \), Theorem 3.1.2 shows that \( k \)-uniform families on \([n]\) which maximises the number of \((3,1)\)-colourings are stars. New methods will be required to characterise optimal families for the complete range, as the bound on the number of maximal intersecting families is not strong enough to apply Lemma 3.2.1 when \( n \leq 3k \). It is worth noting that when \( n \geq 2k + 1 \), the largest intersecting families are stars. We thus suspect that \( n \geq 2k + 1 \) may already suffice for the stars to become optimal constructions for the Erdős-Rothschild problem.

We find most exciting the prospect of studying Erdős–Rothschild-type problems in other settings. We hope that further work of this nature will lead to many interesting results and a greater understanding of classical theorems in extremal combinatorics.
Chapter 4

A Density Turán Theorem

4.1 Introduction

Turán-type problems ask for the maximum size of some structures that do not contain a given substructure. In this chapter we consider a multipartite analogue of the problem, suggested by Bollobás (see the discussion after the proof of Theorem VI.2.15 in [12]). Before stating the problem at hand and presenting our contributions, we begin with a brief survey of relevant results.

4.1.1 Background

The fundamental Turán theorem of 1941 [94] completely determined the Turán numbers of a clique: the Turán graph $T_{k-1}(n)$, the complete $(k-1)$-partite graph on $n$ vertices with parts as equal as possible, has the largest number of edges among all $K_k$-free $n$-vertex graphs. Thus, we have $\text{ex}(n, K_k) = t_{k-1}(n)$, where $t_{k-1}(n)$ is the number of edges in $T_{k-1}(n)$. This theorem generalises a previous result by Mantel [79] from 1907, which states that $\text{ex}(n, K_3) = \lfloor \frac{n^2}{4} \rfloor$.

A large and important class of graphs for which the Turán numbers are well-understood is formed by colour-critical graphs, that is, graphs whose chromatic number can be decreased by removing an edge. Simonovits [92] introduced the stability method to show that $\text{ex}(n, H) = t_{k-1}(n)$ for all $n \geq n_0(H)$ sufficiently large, provided $H$ is a colour-critical graph with $\chi(H) = k$; furthermore, $T_{k-1}(n)$ is the unique extremal graph. As the cliques are colour-critical, Simonovits’ theorem implies Turán’s theorem for large $n$.

For general graphs $H$ we still do not know how to compute the Turán numbers $\text{ex}(n, H)$ exactly; but if we are satisfied with an approximate answer the theory becomes quite simple:
it is enough to know the chromatic number of $H$. The important and deep theorem of
Erdős and Stone [40] together with an observation of Erdős and Simonovits [38] shows that
$\text{ex}(n, H) = \left(\frac{\chi(H)-2}{\chi(H)-1} + o(1)\right) \frac{n^2}{2}$, where the $o(1)$ term tends to 0 as $n$ tends to infinity. In the
literature, this result is usually referred as the Erdős–Stone–Simonovits theorem.

In the years since these seminal theorems appeared, great efforts have been made to extend
them, some of which are discussed in Nikiforov’s survey [83]. We are particularly interested
in the following two extensions.

For every integer $s \geq 2$, let $K_{k-1}(s)$ denote the complete $(k-1)$-partite graph $K_{k-1}(s,\ldots,s)$.
and let $K_{k-1}^+(s)$ be the graph obtained from $K_{k-1}(s)$ by adding an edge to the first class.
Nikiforov [82] and Erdős [33] (for $k = 3$) proved that for all $k \geq 3$ and all sufficiently small
c > 0, every graph of sufficiently large order $n$ with $t_{k-1}(n) + 1$ edges contains not only a $K_k$
but a copy of $K_{k-1}^+(\lceil c \log n \rceil)$. For fixed $k$, the Erdős-Rényi random graph $G_{n,p}$ shows that
the lower bound $c \log n$ on the size of the subgraph in this result is optimal up to a constant
factor.

Seeking an extension of Turán’s theorem, Erdős [35] asked how many $K_k$ sharing a common
edge must exist in a graph on $n$ vertices with $t_{k-1}(n) + 1$ edges. Bollobás and Nikiforov [16]
sharpened Erdős’s result [35] showing that for large enough $n$, every graph of order $n$ with
$t_{k-1}(n) + 1$ edges has an edge that is contained in $k^{-k-4}n^{k-2}$ copies of $K_k$. This result is best
possible, up to a poly($k$) factor.

In this chapter we shall study analogues of these results for multipartite graphs. For a
graph $H$ and an integer $\ell \geq v(H)$, let $d_\ell(H)$ be the minimum real number such that every
$\ell$-partite graph $G = (V_1 \cup \ldots \cup V_\ell, E)$ with $d(V_i, V_j) := \frac{e(V_i, V_j)}{|V_i||V_j|} > d_\ell(H)$ for all $i \neq j$
contains a copy of $H$. The problem of determining the exact value of $d_\ell(H)$ was suggested by Bollobás
(see the discussion after the proof of Theorem VI.2.15 in [12]). However, it was first studied
systematically by Bondy, Shen, Thomassé and Thomassen [17]. Amongst other things Bondy
et.al. showed that for every graph $H$ the sequence $d_\ell(H)$ decreases to $\frac{\chi(H)-2}{\chi(H)-1}$ as $\ell$ tends to
infinity. To show the lower bound $d_\ell(H) \geq \frac{\chi(H)-2}{\chi(H)-1}$, they observed that the $\ell$-partite graph
$G$ obtained from the empty graph on $\{1,\ldots,\ell\}$ by splitting each vertex $v$ of $\{1,\ldots,\ell\}$ into
$\chi(H)-1$ vertices $v_1, v_2, \ldots, v_{\chi(H)-1}$, and joining two vertices $x_i$ and $y_j$ if and only if $x \neq y$
and $i \neq j$, has all edge densities equal to $\frac{\chi(H)-2}{\chi(H)-1}$. Since $G$ is $(\chi(H)-1)$-colourable (with
vertex classes $V_i = \{v_i : v \in \{1,\ldots,\ell\}\}$ for $1 \leq i \leq \chi(H)-1$), it does not contain a copy of
$H$. For the opposite inequality $\lim_{\ell \to \infty} d_\ell(H) \leq \frac{\chi(H)-2}{\chi(H)-1}$, they used the Erdős–Stone–Simonovits
theorem together with an averaging argument.

When $H = K_3$, the aforementioned result of Bondy et. al. [17] implies that $d_\ell(K_3)$
decreases to $\frac{1}{2}$ as $\ell$ tends to infinity. They also showed that $d_3(K_3) = \frac{-1+\sqrt{5}}{2} \approx 0.61$, $d_4(K_3) >$
0.51, and speculated that  \( d_\ell(K_3) > \frac{1}{2} \) for all \( \ell \geq 3 \). Refuting this conjecture, Pfender [85] proved that  \( d_\ell(K_k) = \frac{k-2}{k-1} \) for large enough \( \ell \). He also described the family \( G^k_\ell \) of extremal graphs; we shall define this family later in Section 4.2.2.

**Theorem 4.1.1** (Pfender [85]). *For every integer \( k \geq 3 \) there exists a constant \( C = C(k) \) such that the following holds for every integer \( \ell \geq C \). If \( G = (V_1 \cup \ldots \cup V_\ell, E) \) is an \( \ell \)-partite graph with*

\[
d(V_i, V_j) \geq \frac{k-2}{k-1} \quad \text{for } i \neq j,
\]

*then either \( G \) contains a \( K_k \) or \( G \) is isomorphic to a graph in \( G^k_\ell \). In particular, \( d_\ell(K_k) = \frac{k-2}{k-1} \) for every \( \ell \geq C \).*

This theorem can be seen as a multipartite version of the Turán theorem. For an arbitrary graph \( H \), Pfender suggested that  \( d_\ell(H) \) should be equal to \( \frac{\chi(H) - 2}{\chi(H) - 1} \) for every \( \ell \geq \ell_0(H) \) sufficiently large.

### 4.1.2 Our results

In this chapter we shows that Pfender’s suggestion is not quite true. In fact, we characterise those graphs for which the sequence  \( d_\ell(H) \) is eventually constant, calling them *almost colour-critical*.

**Definition 4.1.2.** A graph \( H \) is called almost colour-critical if there exists a map \( \phi \) from \( V(H) \) to \( \{1, 2, \ldots, \chi(H) - 1\} \) such that

1. The induced subgraph of \( H \) on \( \phi^{-1}(1) \) has maximum degree at most 1,
2. For \( 2 \leq i \leq \chi(H) - 1 \), \( \phi^{-1}(i) \) is an independent set of \( H \).

In other words, an almost colour-critical graph \( H \) has a vertex-colouring with \( \chi(H) - 1 \) colours that is almost proper: all colour classes but one are independent sets, and the exceptional class induces just a matching (see Figure 4.1). For example, cliques, or, more generally colour-critical graphs, are almost colour-critical while the complete \( k \)-partite graphs \( K_k(s_1, \ldots, s_k) \) are not for every \( s_1 \geq 1, s_2 \geq 2, \ldots, s_k \geq 2 \).
Our main result shows that almost colour-critical graphs are exactly those for which the sequence \(d_\ell(H)\) is eventually constant.

**Theorem 4.1.3** ([81]). The following statement holds for every graph \(H\).

1. If \(H\) is not almost colour-critical, then \(d_\ell(H) \geq \frac{\chi(H)-2}{\chi(H)-1} + \frac{1}{(\chi(H)-1)^2(\ell-1)^2}\) for every \(\ell \geq v(H)\).
2. If \(H\) is an almost colour-critical graph, then there exists a positive integer \(C = C(H)\) so that \(d_\ell(H) = \frac{\chi(H)-2}{\chi(H)-1}\) for every \(\ell > C\).

Note that the estimate in the first statement is tight for \(H = K_{1,2}\), and the second statement implies Pfender’s result since cliques are almost colour-critical. This result can be viewed as a multipartite version of the Simonovits theorem. Since the proof uses the graph removal lemma, the resulting constant \(C(H)\) is fairly large.

The rest of the chapter deals with various extensions of Pfender’s result. More precisely, we investigate the extensions of Turán’s theorem discussed in Section 4.1.1 for balanced multipartite graphs. An \(\ell\)-partite graph \(G\) on non-empty independent sets \(V_1, \ldots, V_\ell\) is **balanced** if the vertex classes \(V_1, \ldots, V_\ell\) are of the same size.

A multipartite version of the extension considered by Nikiforov [82] and Erdős [33] can be stated as follows.

**Theorem 4.1.4** ([81]). Let \(k\) and \(\ell\) be integers with \(k \geq 3\) and \(\ell \geq e^{4k(k+6)k}\), and let \(G = (V_1 \cup \ldots \cup V_\ell, E)\) be a balanced \(\ell\)-partite graph on \(n\) vertices such that

\[
d(V_i, V_j) \geq \frac{k-2}{k-1} \quad \text{for } i \neq j.
\]

Then, either \(G\) is isomorphic to a graph in \(\mathcal{G}_k^\ell\) or \(G\) contains a copy of \(K^+_k([c \log n])\), where \(c = k^{-(k+6)k}/2\).

For fixed \(k\), the random graph \(G_{n,p}\) shows that the lower bound \(c \log n\) on the size of the subgraph in this theorem is tight up to a constant factor.

The extension of Turán’s theorem studied by Bollobás and Nikiforov [16] has the following multipartite version.

**Theorem 4.1.5** ([81]). Let \(k\) and \(\ell\) be integers with \(k \geq 3\) and \(\ell \geq k^{12k}\), and let \(G = (V_1 \cup \ldots \cup V_\ell, E)\) be a balanced \(\ell\)-partite graph on \(n\) vertices such that

\[
d(V_i, V_j) \geq \frac{k-2}{k-1} \quad \text{for } i \neq j.
\]

Then, \(G\) either contains a family of \(k^{-2k^2} n^{k-2}\) cliques of order \(k\) sharing a common edge or is isomorphic to a graph in \(\mathcal{G}_k^\ell\).
With some minor modifications, this result follows from our proof of Theorem 4.1.4. For the sake of clarity we sketch these modifications after detailing the proof of Theorem 4.1.4.

4.1.3 Organisation

The remainder of this chapter is organised as follows. In Section 4.2 we introduce some notation and definitions. In Section 4.3 we extend ideas developed in [85] to prove Theorem 4.1.3. A proof of Theorem 4.1.4 is given in Section 4.4. We sketch how to modify the proof of Theorem 4.1.4 to get Theorem 4.1.5 in Section 4.5, and close with some further remarks and open problems in Section 4.6.

4.2 Preliminaries

4.2.1 Notation

All graphs in this chapter are finite, simple and undirected. Given a graph $G$, we denote its vertex and edge sets by $V(G)$ and $E(G)$, and the cardinalities of these two sets by $v(G)$ and $e(G)$, respectively. For pairwise disjoint vertex sets $W_1, \ldots, W_r \subseteq V(G)$, we write $G[W_1, \ldots, W_r]$ for the $r$-colourable graph which can be obtained from $G[W_1 \cup \ldots \cup W_r]$ by deletion of edges in $G[W_i]$ for all $i \leq r$.

Let $G$ be an $\ell$-partite graph on non-empty independent sets $V_1, \ldots, V_\ell$. For $X \subseteq V(G)$ and $i \leq \ell$, write $X_i = X \cap V_i$. The edge density between $V_i$ and $V_j$ is $d_{ij} := d(V_i, V_j) := \frac{e(V_i, V_j)}{|V_i||V_j|}$.

For $r \geq 2$ and $t_1 \geq 1, \ldots, t_r \geq 1$, let $K_r(t_1, \ldots, t_r)$ be the complete $r$-partite graph with classes of sizes $t_1, \ldots, t_r$. If $t_1 = \ldots = t_r = t$, we simply write $K_r(t)$ instead of $K_r(t_1, \ldots, t_r)$. For $r \geq 2$, $s \geq 1$ and $t_1 \geq 2s, t_2 \geq 1, \ldots, t_r \geq 1$, we denote by $K_{r+s}(t_1, \ldots, t_r)$ the graph obtained from $K_r(t_1, \ldots, t_r)$ by adding a matching of size $s$ to the first vertex class. If $s = 1$, we omit the upper index $s$. In particular, $K_{r+s}(t)$ is the short form for $K_{r+s}(t, \ldots, t)$ and $K_r^+(t)$ is nothing but $K_{r+1}(t, \ldots, t)$.

4.2.2 Extremal graphs

In this section we shall recall the definition of the family $\mathcal{G}_k^\ell$ of extremal graphs given by Pfender [85]. For $k \geq 3$ and $\ell \geq (k-1)!$, a graph $G$ is in $\mathcal{G}_k^\ell$ if it can be constructed as follows. Let $\{\pi_1, \pi_2, \ldots, \pi_{(k-1)!}\}$ be the set of all permutations of $\{1, \ldots, k-1\}$. For $1 \leq i \leq \ell$ and
1 ≤ s ≤ k − 1, pick non-negative integers \( n_i^s \) such that
\[
\begin{align*}
& n_i^{\pi_1(1)} \geq n_i^{\pi_1(2)} \geq \ldots \geq n_i^{\pi_1(k-1)} \text{ for } 1 \leq i \leq (k-1)!, \\
& n_i^1 = n_i^2 = \ldots = n_i^{k-1} > 0 \text{ for } (k-1)! < i \leq \ell, \text{ and} \\
& \sum_s n_i^s > 0 \text{ for } 1 \leq i \leq \ell.
\end{align*}
\]

Vertex and edge sets of \( G \) are defined as (see Figure 4.2)
\[
\begin{align*}
V(G) &= \{(i, s, t) : 1 \leq i \leq \ell, 1 \leq s \leq k-1, 1 \leq t \leq n_i^s\}, \\
E(G) &= \{(i, s, t)(i', s', t') : i \neq i', s \neq s'\}.
\end{align*}
\]

It is not hard to see that \( G \) is an \((k-1)\)-colourable \( \ell \)-partite graph with parts \( V_i = \{(i, s, t) : 1 \leq i \leq \ell, 1 \leq s \leq k-1, 1 \leq t \leq n_i^s\} \) for \( 1 \leq i \leq \ell \), and colour classes \( V(s) = \{(i, s, t) : 1 \leq i \leq \ell, 1 \leq t \leq n_i^s\} \) for \( 1 \leq s \leq k-1 \). Moreover, if all \( n_i^s \) are equal, we get \( d_{ij} = \frac{k-2}{k-1} \) for every \( i \neq j \). Note that other weights \( n_i^s \) can be used to achieve the inequality \( d_{ij} \geq \frac{k-2}{k-1} \) for every \( i \neq j \).

Let \( G^k_\ell \) be the family of graphs which can be obtained from graphs in \( \tilde{G}^k_\ell \) by removal of some edges in \( \{(i, s, t)(i', s', t') : 1 \leq i < i' \leq (k-1)!\} \). The following simple observation by Pfender [85] will be useful for our investigation.

**Lemma 4.2.1.** Let \( k \geq 3 \) and \( \ell \geq (k-1)! \) be integers. If \( G = (V_1 \cup \ldots \cup V_\ell, E) \) is a \((k-1)\)-colourable \( \ell \)-partite graph with \( d(V_i, V_j) \geq \frac{k-2}{k-1} \) for \( i \neq j \), then it is isomorphic to a graph in \( G^k_\ell \).
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Figure 4.2: A graph in \( G^3_\ell \), all edges between different colours in different parts exists.

### 4.2.3 Infracolourable structures

The following notation will play a key role in our investigation.

**Definition 4.2.2.** Given a real number \( \eta \geq 0 \), and integers \( k \geq 3 \) and \( \ell \geq 2 \), an \((\eta, k, \ell)\)-infracolourable structure is an \( \ell \)-partite graph \( G = (V_1 \cup \ldots \cup V_\ell, E) \) together with pairs \((D_i^s, Y_i^s)_{s \leq k-1, i \leq \ell} \) satisfying:
In particular, there exist two different indices \( i \) and \( j \) such that \( d(V_i, V_j) \leq \frac{k-2}{k-1} \). Furthermore, the equality occurs if and only if there exists \( i_0 \in \{0, 1, \ldots, \ell \} \) such that \( D_i^{(s)} = \emptyset \) for all \( s \) and all \( i \), \( |Y_i^{(s)}| = \frac{1}{k-1} \cdot |V_i| \) for all \( s \) and all \( i \neq i_0 \), and \( d(Y_i^{(s)}, Y_j^{(t)}) = 1 \) for all \( s \neq t \) and \( i \neq j \).

Proof. It follows from the assumption that

\[
e(G) \leq \sum_{i < j, s \neq t} \left| Y_i^{(s)} \right| \left| Y_j^{(t)} \right| + \sum_{i < j} \left| D_i^{(s)} \right| \cdot \left( \eta \cdot \frac{v(G)}{k-1} - \frac{1}{2} \cdot 3\eta \cdot \frac{v(G)}{k-1} \right)
\]

\[
\leq \sum_{i < j} \left| Y_i^{(s)} \right| \left| Y_j^{(t)} \right| = \sum_{i < j} |V_i||V_j| - \sum_{i < j} \left| Y_i^{(s)} \right| \left| Y_j^{(t)} \right| \leq \frac{k-1}{k-2} \cdot \sum_{i < j} |V_i||V_j|
\]

where in the last inequality we use Chebyshev’s sum inequality. 

To find an infracolourable structure in host graphs we shall need the following technical lemma. It was implicitly stated in [85]. We include a proof here for the sake of completeness.

Lemma 4.2.4. Let \( k \geq 3 \) and \( \ell \geq 2 \) be integers, and let \( \varepsilon \) be a real number with \( 0 < \varepsilon < \frac{1}{4} \). Suppose that \( G = (V_1 \cup \ldots \cup V_\ell, E) \) is an \( \ell \)-partite graph with \( d(V_i, V_j) \geq \frac{k-2}{k-1} \) for all \( i \neq j \). Assume that \( X_i^{(s)} \) and \( T_i \) be subsets of \( V(G) \) for \( i \leq \ell \) and \( s \leq k-1 \) with the following three properties:

(i) For every \( i \leq \ell \), \( V_i = X_i^{(1)} \cup \ldots \cup X_i^{(k-1)} \cup T_i \);

(ii) For every \( i \leq \ell \), \( |X_i^{(1)}| \geq \ldots \geq |X_i^{(k-1)}| \) and \( |T_i| \leq \varepsilon |V_i| \);
(iii) For every $s \leq k - 1$, $\bigcup_{i \leq \ell} X_i^{(s)}$ is an independent set.

Then there exists a subset $I_0 \in \binom{\mathbb{N}}{k-1}$ so that $|X_i^{(s)}| = \left(\frac{1}{k-1} \pm k\sqrt{\varepsilon}\right) |V_i|$ for $s \leq k - 1$ and $i \notin I_0$.

**Proof.** It suffices to show that for each $s \leq k - 1$ there is at most one index $i \leq \ell$ such that $\frac{|X_i^{(s)}|}{|V_i|} > \frac{1}{k-1} + \sqrt{\varepsilon}$. Assume to the contrary that $\frac{|X_i^{(s)}|}{|V_i|} \geq \frac{|X_j^{(s)}|}{|V_j|} > \frac{1}{k-1} + \sqrt{\varepsilon}$ for some $s$ and $i \neq j$. We first prove that $\frac{|X_i^{(s)}|}{|V_i|} \leq 1 - \varepsilon$. Otherwise, if $\frac{|X_i^{(s)}|}{|V_i|} > 1 - \varepsilon$, then

$$d(V_i, V_j) \leq 1 - \frac{|X_i^{(s)}|}{|V_i|} \cdot \frac{|X_j^{(s)}|}{|V_j|} \leq 1 - (1 - \varepsilon) \left(\frac{1}{k-1} + \sqrt{\varepsilon}\right) < \frac{k-2}{k-1}$$

for $k \geq 3$ and $\varepsilon < \frac{1}{4}$, as $X_i^{(s)} \cup X_j^{(s)}$ is an independent set by (iii). But this contradicts the density condition that $d(V_i, V_j) \geq \frac{k-2}{k-1}$.

We shall get a contradiction by proving that $d(V_i, V_j) < \frac{k-2}{k-1}$. Indeed, we can infer from Chebyschev’s sum inequality that

$$d(V_i, V_j) \overset{(iii)}{=} 1 - \frac{1}{|V_i||V_j|} \sum_t |X_i^{(s)}||X_j^{(s)}|$$

$$\leq 1 - \frac{|X_i^{(s)}||X_j^{(s)}|}{|V_i||V_j|} - \frac{1}{(k-2)|V_i||V_j|} \cdot \left(|V_i| - |T_i| - |X_i^{(s)}|\right) \left(|V_j| - |T_j| - |X_j^{(s)}|\right)$$

$$= 1 - x_i x_j - \frac{1}{k-2} \left(1 - t_i - x_i\right) \left(1 - t_j - x_j\right),$$

where $x_i = \frac{|X_i^{(s)}|}{|V_i|}$, $x_j = \frac{|X_j^{(s)}|}{|V_j|}$, $t_i = \frac{|T_i|}{|V_i|}$ and $t_j = \frac{|T_j|}{|V_j|}$. Since both $x_i$ and $x_j$ are bounded from below by $\frac{1}{k-1}$, the expression $f(x_i, x_j, t_i, t_j) := 1 - x_i x_j - \frac{1}{k-2} \left(1 - t_i - x_i\right) \left(1 - t_j - x_j\right)$ is decreasing with respect to both $x_i$ and $x_j$. Therefore, the density $d(V_i, V_j)$ is bounded from above by

$$f(x_i, x_j, t_i, t_j) \leq f\left(\frac{1}{k-1} + \sqrt{\varepsilon}, \frac{1}{k-1} + \sqrt{\varepsilon}, t_i, t_j\right) \leq f\left(\frac{1}{k-1} + \sqrt{\varepsilon}, \frac{1}{k-1} + \sqrt{\varepsilon}, \varepsilon, \varepsilon\right) < \frac{k-2}{k-1},$$

where the second inequality follows from the assumption that $t_i, t_j \in [0, \varepsilon]$. However, this contradicts the assumption that $d(V_i, V_j) \geq \frac{k-2}{k-1}$. \hfill $\square$

### 4.3 Proof of Theorem 4.1.3

In this section we will prove Theorem 4.1.3. We begin with a proof of the first assertion.

**Proof of Theorem 4.1.3(1).** We prove by contradiction. Assume that $d_\ell(H) < \frac{\chi(H) - 2}{\chi(H) - 1} + \frac{1}{(\chi(H) - 1)^2 (\varepsilon - 1)^2}$. Let $r = \chi(H) - 1$, and let $V_1, \ldots, V_\ell$ be $\ell$ disjoint sets of size $(\ell - 1)r$. Let
For $i \leq \ell$, we partition $V_i$ into $r$ subsets $V_i^{(1)}, \ldots, V_i^{(r)}$ of size $(\ell - 1)$ each. We form a complete bipartite graph between $V_i^{(s)}$ and $V_i^{(t)}$ for $i < j$ and $s \neq t$. We then create a perfect matching in $V_1^{(1)} \cup \ldots \cup V_\ell^{(1)}$ such that there is exactly one edge between $V_i^{(1)}$ and $V_j^{(1)}$ for every $i \neq j$. The resulting graph $G$ satisfies

$$d(V_i, V_j) = \frac{\chi(H) - 2}{\chi(H) - 1} + \frac{1}{(\chi(H) - 1)^2(\ell - 1)^2} > d_\ell(H) \quad \text{for } i \neq j.$$ 

Thus, by the definition of $d_\ell(H)$, $G$ must contain a copy of $H$. From the construction of $G$, we can see that $H$ is an almost colour-critical graph. This finishes our proof of Theorem 4.1.3(1). \hfill \Box

**Remark 4.3.1.** The estimate in Theorem 4.1.3(1) is tight for $K_{1,2}$, that is $d_\ell(K_{1,2}) = \frac{1}{(\ell - 1)^2}$ for $\ell \geq 3$. Indeed, let $G = (V_1 \cup \ldots \cup V_\ell, E)$ be an $\ell$-partite graph with $d(V_i, V_j) > \frac{1}{(\ell - 1)^2}$ for every $i \neq j$. We wish to show that $G$ contains a copy of $K_{1,2}$. Suppose to the contrary that $G$ is $K_{1,2}$-free. For $i \neq j$, we write $V_{i,j}$ for the set of vertices in $V_i$ with at least one neighbour in $V_j$. Since $G$ is $K_{1,2}$-free, we see that

(i) the edges between $V_i$ and $V_j$ form a perfect matching between $V_{i,j}$ and $V_{j,i}$ for every $i \neq j$;

(ii) $V_{i,j}$ and $V_{i,j'}$ are disjoint for all distinct indices $i, j$ and $j'$.

Notice that $V_{i,j}$ is non-empty for every $i \neq j$ as $d(V_i, V_j) > 0$. Combining this with property (ii), we conclude that

$$|V_i| \geq \sum_{j \in [\ell] \backslash \{i\}} |V_{i,j}| \geq \ell - 1 \quad \text{for } i \leq \ell. \quad (4.1)$$

Hence

$$\sum_{1 \leq i < j \leq \ell} \left( \frac{|V_{i,j}|}{|V_i|} + \frac{|V_{j,i}|}{|V_j|} \right) = \sum_{1 \leq i \leq \ell} \left( \sum_{j' \neq i} \frac{|V_{j,i}|}{|V_i|} \right) \leq \ell.$$ 

Consequently, there exist $1 \leq i < j \leq \ell$ with $\frac{|V_{i,j}|}{|V_i|} + \frac{|V_{j,i}|}{|V_j|} \leq \frac{\ell}{(\ell - 1)}$. By appealing to the Cauchy-Schwarz inequality, we thus get $\sqrt{|V_{i,j}|} \leq \ell - 1 \leq \sqrt{|V_i|} \cdot \sqrt{|V_j|}$. This forces

$$d(V_i, V_j) \overset{(i)}{=} \frac{|V_{i,j}|}{|V_i| \cdot |V_j|} \leq \frac{1}{(\ell - 1)^2},$$

contradicting the assumption that $d(V_i, V_j) > \frac{1}{(\ell - 1)^2}$.

To handle the second statement of Theorem 4.1.3, we shall prove a stronger result.
**Theorem 4.3.2** ([81]). Let $H$ be an almost colour-critical graph. Then, there exists a constant $C = C(H)$ such that for every integer $\ell > C$, every $\ell$-partite graph $G = (V_1 \cup \ldots \cup V_\ell, E)$ with

$$d(V_i, V_j) > \frac{\chi(H) - 2}{\chi(H) - 1} \text{ for } i \neq j$$

contains a copy of $H$ whose vertices are in different parts of $G$.

**Remark 4.3.3.** Suppose that $H$ is almost colour-critical. Let $k = \chi(H)$ and $q = v(H)$. From the definition of almost colour-critical graphs, $H$ is a subgraph $K_{k-1}^{+q}(2q)$. Moreover, it is easy to see that $\chi(K_{k-1}^{+q}(2q)) = k = \chi(H)$ and $K_{k-1}^{+q}(2q)$ is almost colour-critical. Therefore, if Theorem 4.3.2 holds for $K_{k-1}^{+q}(2q)$, it will hold for $H$ as well.

**A sketch of the proof.** As the proof of Theorem 4.3.2 is quite technique, we begin with a brief outline of the proof. We shall prove the statement by contradiction. Let $G = (V_1 \cup \ldots \cup V_\ell, E)$ be an $\ell$-partite graph with $d(V_i, V_j) > \frac{k-2}{k-1}$ for all $i \neq j$, but $G$ does not contain a copy of $H = K_{k-1}^{+q}(2q)$ whose vertices are in different parts of $G$. We split the proof into two main parts.

- **Step 1 (Nearly spanning induced $(k-1)$-colourable subgraph):** We use the assumption that $G$ does not contain a copy of $K_{k-1}^{+q}(2q)$ whose vertices are in different parts of $G$, to show that $G$ has few copies of $H$. Together with a simple consequence of the graph removal lemma and the Erdős-Simonovits stability theorem (see Proposition 4.3.5), this implies that $G$ contains a $(k-1)$-colourable subgraph $F'$ with the partition $V(F') = F(1) \cup \ldots \cup F(k-1)$ such that $|F(s)| = \left(\frac{1}{k-1} + o(1)\right)v(G)$ and $\deg_{F'}(v, F(s)) = (1 + o(1))|F(s)|$ for every index $s \leq k-1$ and vertex $v \in V(F') \setminus F(s)$. Next, we infer from Lemma 4.3.6 that every monochromatic matching in $G[V(F')]$ whose vertices are in different parts of $G$ has size $O_{k,q}(1)$. This would imply that the graph $F$ obtained from $G[V(F')]$ by deleting $O_{k,q}(1)$ parts is $(k-1)$-colourable (see Lemma 4.3.4).

- **Step 2 (Large infracolourable structure):** The induced subgraph $F$ from Step 1 gives rise to a maximum $(k-1)$-cut of $G$.\(^{1}\) We then refine the structure of the cut (restrict to a subset of $[\ell]$ if necessary) to obtain a subset $I \subseteq [\ell]$ of size $\Theta(|V(G)|)$ such that $G[\bigcup_{i \in I} V_i]$ is the base graph of an $(\eta, k, |I|)$-infracolourable structure (see Definition 4.2.2). But according to Lemma 4.2.3, this forces $d(V_i, V_j) \leq \frac{k-2}{k-1}$ for some $i, j \in I$, violating the density condition! The first property of an infracolourable structure can be achieved by applying the pigeonhole principle. Lemma 4.3.10 is crucial for getting the second property; its proof relies on Lemma 4.3.6. For the third property, we use Lemma 4.3.9 whose proof follows from Lemmas 4.3.6 and 4.3.8.

---

\(^{1}\)A partition of $V(G)$ into $k-1$ disjoint sets so that the number of edges between disjoint parts is maximised.
Our first step in the proof of Theorem 4.3.2 is to show that a counterexample $G$ must contain an induced $(\chi(H) - 1)$-colourable subgraph which almost spans $V(G)$. For that we shall need the following stability result.

**Lemma 4.3.4.** Given integers $k \geq 3$ and $q \geq 1$ and a real number $0 < \varepsilon < \frac{1}{8k^2}$, there exists a constant $C = C(k, q, \varepsilon)$ such that the following holds for $\ell \geq C$. Let $G = (V_1 \cup \ldots \cup V_\ell, E)$ be a balanced $\ell$-partite graph on $n$ vertices with $d(V_i, V_j) \geq \frac{k-2}{\ell-1}$ for all $i \neq j$. Suppose $G$ contains no copy of $K_{k-1}^{+q}(2q)$ whose vertices lie in different parts of $G$. Then, $G$ contains an induced $(k - 1)$-colourable subgraph $F$ whose vertex classes $X^{(1)}, \ldots, X^{(k-1)}$ satisfy the following properties

(i) For $s \leq k - 1$, $|X^{(s)}| = \left(\frac{1}{k-1} \pm \varepsilon\right) n$;

(ii) For $s \leq k - 1$ and $v \in \bigcup_{t \neq s} X^{(t)}$, $\deg(v, X^{(s)}) \geq |X^{(s)}| - \varepsilon n$.

In the proof of Lemma 4.3.4 we shall use the following result whose proof can be found in Section 4.5.

**Proposition 4.3.5.** For every graph $H$ and every $\varepsilon > 0$, there exist positive constants $\gamma = \gamma(H, \varepsilon)$ and $C = C(H, \varepsilon)$ such that the following holds for $n \geq C$. Suppose that $G$ is an $n$-vertex graph with $e(G) \geq \left(\frac{\chi(H) - 2}{\chi(H) - 1} - \gamma\right) \binom{n}{2}$ containing at most $\gamma n^{\nu(H)}$ copies of $H$. Then, $G$ contains a $(\chi(H) - 1)$-colourable subgraph of order at least $(1 - \varepsilon)n$ and minimum degree at least $\left(\frac{(\chi(H) - 2)}{\chi(H) - 1} - \varepsilon\right) n$.

Another tool that will be used in the proof of Lemma 4.3.4 and Theorem 4.3.2 is an embedding result. Before stating it, we shall introduce the necessary terminology. Let $G[W^{(1)}, \ldots, W^{(r)}]$ be an $r$-colourable graph such that $W^{(s)} = \bigcup_{i \geq 1} W^{(s)}_i$ for every $s \leq r$. We call an embedding $f : K_r(a_1, \ldots, a_r) \rightarrow G$ good if the $i$th vertex class of $K_r(a_1, \ldots, a_r)$ is mapped to $W^{(s)}$ for every $s \leq r$, and for each index $i$ there is at most one vertex $v \in K_r(a_1, \ldots, a_r)$ with $f(v) \in \bigcup_{s \leq r} W^{(s)}_i$.

**Lemma 4.3.6.** Suppose that $r \geq 2$ and $q \geq 1$ are integers, and let $G[W^{(1)}, \ldots, W^{(r)}]$ be an $r$-colourable graph which satisfies the following properties

(i) For $s \leq r$, $W^{(s)} = \bigcup_i W^{(s)}_i$ and $\left|W^{(s)}_i\right| < \frac{1}{2rq} \cdot |W^{(s)}|$ for all $i$.

(ii) For $s \leq r$ and $v \in \bigcup_{t \neq s} W^{(t)}$, $\deg(v, W^{(s)}) > (1 - \frac{1}{2rq}) \cdot |W^{(s)}|$.

Then, for every $r$-tuple of integers $a_1, \ldots, a_r \in [0, q]$, every good embedding from $K_r(a_1, \ldots, a_r)$ to $G$ can be extended to a good embedding from $K_r(q)$ to $G$.

**Proof.** Suppose $f$ is a good embedding from $K_r(a_1, \ldots, a_r)$ to $G$. To prove the lemma, it suffices to show that $f$ can be extended to a good embedding $g$ from $K_r(a_1, \ldots, a_s + 1, \ldots, a_r)$
to $G$ whenever $a_s \leq q - 1$. Let $v$ be the vertex of $K_r(a_1, \ldots, a_s + 1, \ldots, a_r)$ which is not in $K_r(a_1, \ldots, a_r)$, and let $X$ denote the set of vertices of $K_r(a_1, \ldots, a_r)$ which are not in the $s$th vertex class. By property (ii), we see that each vertex of $X$ has at most $\frac{1}{2} q \cdot |W^{(s)}|$ non-neighbours in $W^{(s)}$, and thus $|N(X) \cap W^{(s)}| \geq |W^{(s)}| - |X| \cdot \frac{|W^{(s)}|}{2 q} \geq \frac{1}{2} |W^{(s)}|$. Note that, by property (i), each vertex of $X$ can forbid at most $\frac{1}{2} q \cdot |W^{(s)}|$ vertices of $W^{(s)}$ from being the image of $v$. Therefore, the number of possible images of $v$ under $g$ is at least $|N(X) \cap W^{(s)}| - |X| \cdot \frac{|W^{(s)}|}{2 q} \geq \frac{1}{2} |W^{(s)}| - |X| \cdot \frac{|W^{(s)}|}{2 q} > 0$, where in the last inequality we use the inequality $|W^{(s)}| > 0$ which is implied by property (i).

Proof of Lemma 4.3.4. We denote $H = K_{k-1}^+(2q)$, and let

$$\gamma = \gamma_{4.3.5} \left( H, \frac{\varepsilon}{2k} \right), \quad C = \max \left\{ 2k^2 q^2 \gamma^{-1}, 8(k-1)^2 q, 4(k-1)q \varepsilon^{-1}, C_{4.3.5}(H, \frac{\varepsilon}{2k}) \right\}.$$ 

Because $G = (V_1 \cup \ldots \cup V_\ell, E)$ is a balanced $\ell$-partite graph on $n$ vertices, we must have

$$|V_1| = |V_2| = \ldots = |V_\ell| = \frac{n}{\ell} := m. \quad (4.2)$$

In the first step, we shall use Proposition 4.3.5 to show that $G$ contains an almost spanning $(k-1)$-colourable subgraph. Indeed, by the choice of $C$ we see that $n \geq \ell \geq C \geq C_{4.3.5}(H, \frac{\varepsilon}{2k})$. Moreover, since $G$ contains no copy of $H$ whose vertices lie in different parts of $G$, the number of copies of $H$ in $G$ is at most

$$\left( \frac{v(H)}{2} \right) \ell m^2 n^{-v(H)-2} < \frac{2k^2 q^2 \gamma^{-1}}{\ell} \cdot (\ell m)^2 n^{-v(H)-2} \leq \gamma n^v(H),$$

since $n = \ell m$ and $\ell \geq C \geq 2k^2 q^2 \gamma^{-1}$. Also, by the density condition

$$e(G) \geq \left( \frac{\ell}{2} \right) \left( \frac{k-2}{k-1} m^2 \right)^{(4.2)} \geq \left( \frac{k-2}{k-1} - \frac{1}{\ell} \right) \left( \frac{n}{2} \right)^2 \geq \left( \frac{k-2}{k-1} - \gamma \right) \left( \frac{n}{2} \right)^2,$$

assuming $\ell \geq C \geq 2k^2 q^2 \gamma^{-1}$. Therefore, we can derive from Proposition 4.3.5 that $G$ contains a $(k-1)$-colourable subgraph $F'$ with

$$v(F') \geq (1 - \frac{\varepsilon}{2k}) n \text{ and } \delta(F') \geq \left( \frac{k-2}{k-1} - \frac{\varepsilon}{2k} \right) n. \quad (4.3)$$

If $W^{(1)}, \ldots, W^{(k-1)}$ are vertex classes of $F'$, then (4.3) implies that

$$\left( \frac{1}{k-1} - \frac{\varepsilon}{2} \right) n \leq |W^{(s)}| \leq \left( \frac{1}{k-1} + \frac{\varepsilon}{2k} \right) n \quad \text{for } s \leq k-1. \quad (4.4)$$

In the second step, we shall prove that the induced subgraph $G[V(F')]$ of $G$ does not contain a large monochromatic matching whose vertices are in different parts of $G$. Indeed, for $s \leq k-1$, let $M_s$ denote a maximum matching in $G[W^{(s)}]$ whose vertices are in different parts of $G$, and let $K$ be a subset of $[\ell]$ containing all indices $i$ such that $\bigcup_{s \leq k-1} M_s$ has a vertex in $V_i$. The size of $K$ will be bounded from above in terms of $k$ and $q$. 
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Claim 4.3.7. \(|K| < 2(k-1)q\).

Proof. We prove the claim by contradiction. Suppose that for some \(s \leq k-1\), \(\mathcal{M}_{(s)}\) contains a matching of size \(q\), say \(\{x_1x_2, \ldots, x_{2q-1}x_{2q}\}\). We wish to show that the following two properties holds:

(i) For \(t \leq k-1\) and \(i \leq \ell\), \(W^{(t)} = W^{(t)}_{1} \cup \ldots \cup W^{(t)}_{\ell}\) and \(\left|W^{(t)}_{i}\right| < \frac{1}{4(k-1)q} \cdot \left|W^{(t)}\right|\);

(ii) For \(t \leq k-1\) and \(v \in V(F') \setminus W^{(t)}\), \(\deg_{F'}(v, W^{(t)}) > \left(1 - \frac{1}{4(k-1)q}\right) \cdot \left|W^{(t)}\right|\).

Property (i) follows from the estimate
\[
\left|W^{(t)}_{i}\right| \leq |V_i| = \frac{n}{\ell} < \frac{1}{4(k-1)q} \cdot \left(\frac{1}{k-1} - \frac{\varepsilon}{2}\right)^n \leq \frac{1}{4(k-1)q} \cdot \left|W^{(t)}\right|
\]
for \(\ell \geq C \geq 8(k-1)^2q\) and \(\varepsilon < \frac{1}{8k^2q}\). To prove (ii), assume that \(v \in W^{(s)}\) for some \(s \neq t\). Because \(W^{(s)}\) is an independent set in \(F'\), one has \(\left|W^{(t)}\right| - d_{F'}(v, W^{(t)}) \leq v(F') - \left|W^{(s)}\right| - \deg_{F'}(v)\). Hence by appealing to (4.3) and (4.4), we get
\[
\left|W^{(t)}\right| - d_{F'}(v, W^{(t)}) \leq n - \left(\frac{1}{k-1} - \frac{\varepsilon}{2}\right)n - \left(\frac{k-2}{k-1} - \frac{\varepsilon}{2k}\right)n \leq \varepsilon n < \frac{1}{4(k-1)q} \cdot \left(\frac{1}{k-1} - \frac{\varepsilon}{2}\right)^n \leq \frac{1}{4(k-1)q} \cdot \left|W^{(t)}\right|
\]
for \(\varepsilon < \frac{1}{8k^2q}\). This finishes our verification of (i) and (ii).

Finally, properties (i) and (ii) ensure that we can apply Lemma 4.3.6 with \(r_{4.3.6} = k-1\) and \(q_{4.3.6} = 2q\) to \(G[W^{(1)}, \ldots, W^{(r)}]\) to find a copy of \(K_{k-1}(2q)\) whose th vertex class is \(\{x_1, \ldots, x_{2q}\}\) and vertices lie in different parts of \(G\). Since \(\{x_1, x_2, \ldots, x_{2q-1}x_{2q}\}\) is a matching in \(G\), the graph \(G\) contains a desired copy of \(H\), which contradicts our hypothesis. □

To finish the proof, we shall show that \(G\) contains an induced subgraph \(F\) with the desired properties. For this purpose, we let \(X^{(s)} = W^{(s)} \setminus \bigcup_{i \in K} V_i\) for \(s \leq k-1\). The maximality of \(\mathcal{M}_{(s)}\) implies that \(X^{(s)}\) is an independent set in \(G\). So the induced subgraph \(F = G[X^{(1)} \cup \ldots \cup X^{(k-1)}]\) is \((k - 1)\)-colourable. What is left is to prove that \(F\) has the desired properties. Since \(\varepsilon < \frac{1}{8k^2q}\) and \(\ell \geq C \geq 4(k-1)q\varepsilon^{-1}\), we find that
\[
v(F) \geq v(F') - \left|\bigcup_{i \in K} V_i\right| \geq \left(1 - \frac{\varepsilon}{2k}\right)n - 2(k-1)q \cdot \frac{n}{\ell} \geq (1 - \varepsilon)n,
\]
\[
\delta(F) \geq \delta(F') - \left|\bigcup_{i \in K} V_i\right| \geq \left(\frac{k-2}{k-1} - \frac{\varepsilon}{2k}\right)n - 2(k-1)q \cdot \frac{n}{\ell} \geq \left(\frac{k-2}{k-1} - \frac{\varepsilon}{2}\right)n.
\]
Moreover, by (4.4) we see that \(\left|X^{(s)}\right| \leq \left|W^{(s)}\right| \leq \left(\frac{1}{k-1} + \frac{\varepsilon}{2k}\right)n\) for \(s \leq k-1\), and hence \(\left(\frac{1}{k-1} - \frac{\varepsilon}{2}\right)n \leq \left|X^{(s)}\right| \leq \left(\frac{1}{k-1} + \frac{\varepsilon}{2k}\right)n\) for \(s \leq k-1\). Therefore, for \(s \leq k-1\) and \(v \in \)
\[ \bigcup_{i \neq s} X^{(t)}, \] there are at most \( n - |X^{(s)}| - d_F(v) \leq n - \left( \frac{1}{k-1} - \varepsilon \right) n - \left( \frac{k-2}{k-1} - \frac{\varepsilon}{k} \right) n = \varepsilon n \) missing edges in \( F \) between \( v \) and \( X^{(s)} \). This completes our proof of Lemma 4.3.4. \( \square \)

We also need the following elementary lemma. It is probably well-known, but we could not find a reference. For completeness we include its proof in Section 4.5.

**Lemma 4.3.8.** Given integers \( r \geq 1 \) and \( q \geq 2 \) and a real number \( d \in (0,1) \), there exist an integer \( D = D(r,q,d) \) and a positive \( \rho = \rho(r,q,d) \) so that the following holds. Suppose that \( G \) is an \( (r+1) \)-colourable graph with vertex classes \( U,W_1,\ldots,W_r \). If \( |U| \geq D \) and \( \deg(u,W_s) \geq d|W_s| \) for all \( u \in U \) and \( s \leq r \), then there is a subset \( A \subseteq \binom{U}{q} \) with \( |N(A) \cap W_s| \geq \rho |W_s| \) for \( s \leq r \).

In order to get the third property of an infracolourable structure (see Definition 4.2.2) we shall make use of a consequence of Lemmas 4.3.6 and 4.3.8.

**Lemma 4.3.9.** Given integers \( k \geq 3 \) and \( q \geq 1 \) and a real number \( \eta \in (0,1) \), there exist integers \( C = C(k,q,\eta) \) and \( D = D(k,q,\eta) \) and a positive \( \delta = \delta(k,q,\eta) \) such that the following holds for \( \ell \geq C \) and \( \varepsilon \in (0,\delta) \). Suppose that \( G = (V_1 \subseteq \ldots \subseteq V_\ell, E) \) is a balanced \( \ell \)-partite graph containing no copy of \( K_k(2q) \) in \( G \) whose vertices are in different parts of \( G \). Assume \( (X^{(s)}_i)_{s \leq k-1, i \leq \ell} \) are vertex sets satisfying:

(i) For \( i \leq \ell \), \( X^{(1)}_i,\ldots,X^{(k-1)}_i \) are disjoint subsets of \( V_i \),

(ii) For \( i \leq \ell \) and \( s \leq k-1 \), \( |X^{(s)}_i| = \left( \frac{1}{k-1} \pm \varepsilon \right) |V_i| \),

(iii) For every \( s \leq k-1 \) and \( v \in \bigcup_{i \leq \ell, i \neq s} X^{(t)}_i \), \( \deg(v, \bigcup_{i \leq \ell} X^{(s)}_i) \geq |\bigcup_{i \leq \ell} X^{(s)}_i| - \varepsilon \cdot v(G) \).

Let \( I \) be the subset of \( [\ell] \) consisting of all indices \( i \in [\ell] \) such that \( V_i \) contains a vertex \( v \) with \( \deg(v, \bigcup_{j \leq \ell} X^{(s)}_j) \geq \eta \cdot v(G) \) for \( s \leq k-1 \). Then \( |I| \leq D \).

**Proof.** Let \( D = D_{4.3.8} \left( k-1, 2q, \frac{kq}{4} \right) \), \( C = \max \left\{ 4kD, 2\eta^{-1}D, \frac{9(k-1)kq}{\rho} \right\} \), \( \delta = \min \left\{ \frac{1}{4k}, \frac{\rho}{8(k-1)kq} \right\} \), where \( \rho = \rho_{4.3.8} \left( k-1, 2q, \frac{kq}{4} \right) \). We shall prove the lemma by contradiction. Assume that \( |I| \geq D \). Let \( J \) be an arbitrary subset of \( I \) of size \( D \). By the definition of \( I \), for each index \( j \in J \) we can find a vertex \( v_j \in V_j \) such that \( \deg(v_j, \bigcup_{i \leq \ell} X^{(s)}_i) \geq \eta \cdot v(G) \) for \( s \leq k-1 \). Let \( U = \{ v_j : j \in J \} \).

For simplicity of notation, let \( X^{(s)} := \bigcup_{i \leq \ell} X^{(s)}_i \) and \( W^{(s)} := \bigcup_{i \in [\ell] \setminus J} X^{(s)}_i \) for \( s \leq k-1 \). Then, property (i) implies that \( W^{(1)},\ldots,W^{(k-1)} \) are disjoint subsets of \( V(G) \). By (i) and (ii), we find that

\[
|W^{(s)}| \geq \left( \frac{1}{k-1} - \varepsilon - \frac{D}{\ell} \right) \cdot v(G) \geq \frac{v(G)}{2k} \quad (4.5)
\]
for \( \varepsilon \leq \delta \leq \frac{1}{4k} \) and \( \ell \geq C \geq 4kD \). Also, (i) and (ii) force \( |W^{(s)}| \leq \left( \frac{1}{k-1} + \varepsilon \right) v(G) \leq \frac{2v(G)}{k} \), since \( \varepsilon \leq \delta \leq \frac{1}{4k} \). Combining these two inequalities, we conclude that

\[
\deg(v, W^{(s)}) \geq \deg(v, X^{(s)}) - \left| \bigcup_{j \in J} V_j \right| \geq \eta \cdot v(G) - D \cdot \frac{v(G)}{\ell} \geq \frac{\eta}{2} \cdot v(G) \geq \frac{kq}{4} \cdot |W^{(s)}|
\]

for \( v \in U \) and \( s \leq k - 1 \), as \( \ell \geq 2\eta^{-1}D \). Furthermore, \( |U| = D = D_{4.3.8} \left( k - 1, 2q, \frac{kn}{4} \right) \), by the definition of \( D \). By applying Lemma 4.3.8 to \( G[U, W^{(1)}, \ldots, W^{(k-1)}] \) with \( r_{4.3.8} = k - 1, q_{4.3.8} = 2q \) and \( d_{4.3.8} = \frac{kn}{4} \), we thus obtain a subset \( A \in (U) \) with

\[
\left| N(A) \cap W^{(s)} \right| \geq \rho \left| W^{(s)} \right| \quad \text{for} \quad s \leq k - 1. \tag{4.6}
\]

In the rest of the proof we shall use Lemma 4.3.6 to show that \( G[N(A) \cap W^{(1)}, \ldots, N(A) \cap W^{(k-1)}] \) contains a copy of \( K_{k-1}(2q) \) whose vertices are in different parts of \( G \). Since this copy lies in \( N(A) \), together with vertices of \( A \) it forms a copy of \( K_k(2q) \) whose vertices belong to different parts of \( G \), contradicting the assumption. It remains to verify the assumptions of Lemma 4.3.6. Indeed, for \( s \leq k - 1 \), \( N(A) \cap W^{(s)} \) does admit the partition

\[
N(A) \cap W^{(s)} = \bigcup_{j \notin J} (N(A) \cap X_j^{(s)}). \tag{4.7}
\]

Moreover, since \( N(A) \cap W^{(s)} \subseteq X^{(s)} \) for \( s \leq k - 1 \), we must have, for \( s \leq k - 1 \) and \( v \in \bigcup_{t \neq s}(N(A) \cap W^{(t)}) \),

\[
\left| N(A) \cap W^{(s)} \right| - \deg(v, N(A) \cap W^{(s)}) \leq \left| \bigcup_{i \leq \ell} X_i^{(s)} \right| - \deg(v, \bigcup_{i \leq \ell} X_i^{(s)}) \overset{(iii)}{=} \varepsilon \cdot v(G) \\
\leq \frac{1}{4(k-1)q} \cdot \rho \cdot \frac{v(G)}{2k} \overset{(4.5),(4.6)}{=} \frac{1}{4(k-1)q} \cdot \left| N(A) \cap W^{(s)} \right|,
\]

assuming \( \varepsilon \leq \delta \leq \frac{8}{8(k-1)q}. \) It can be rewritten as

\[
\deg(v, N(A) \cap W^{(s)}) \geq \left( 1 - \frac{1}{4(k-1)q} \right) \left| N(A) \cap W^{(s)} \right| \quad \text{for} \quad s \leq k - 1 \quad \text{and} \quad v \notin \bigcup_{t \neq s}(N(A) \cap W^{(t)}). \tag{4.8}
\]

Also, for every \( j \notin J \) and \( s \leq k - 1 \), we have

\[
\left| N(A) \cap X_j^{(s)} \right| \leq |V_j| = \frac{v(G)}{\ell} \leq \frac{1}{4(k-1)q} \cdot \rho \cdot \frac{v(G)}{2k} \overset{(4.5),(4.6)}{=} \frac{1}{4(k-1)q} \cdot \left| N(A) \cap W^{(s)} \right| \tag{4.9}
\]

because \( \ell \geq C \geq \frac{9(k-1)kq}{\rho} \). The inequalities (4.7), (4.8) and (4.9) show that we can apply Lemma 4.3.6 to \( G[N(A) \cap W^{(1)}, \ldots, N(A) \cap W^{(k-1)}] \) with \( r_{4.3.6} = k - 1 \) and \( q_{4.3.6} = 2q \). \( \square \)

The following consequence of Lemma 4.3.6 will be needed to achieve the second property of an infracolourable structure (see Definition 4.2.2).
Lemma 4.3.10. Given integers $k \geq 3$ and $q \geq 1$ and a real number $\eta \in \left(\frac{2q-1}{2(k-1)q}, 1\right)$, there exist an integer $C = C(k, q, \eta)$ and a positive $\delta = \delta(k, q, \eta)$ such that the following holds for every integer $\ell \geq C$ and every $\varepsilon \in (0, \delta)$. Let $G = (V_1 \cup \ldots \cup V_{\ell}, E)$ be a balanced $\ell$-partite graph containing no copy of $K_{k-1}^{+q}(2q)$ whose vertices are in different parts of $G$. Assume $(X_i^{(s)}, Y_i^{(s)})_{s \leq k-1, i \leq \ell}$ are pairs of vertex sets satisfying:

(i) For $i \leq \ell$ and $s \leq k-1$, $X_i^{(1)}, \ldots, X_i^{(k-1)}$ are disjoint subsets of $V_i$ and $X_i^{(s)} \subseteq Y_i^{(s)}$.

(ii) For $i \leq \ell$ and $s \leq k-1$, $|X_i^{(s)}| = \left(\frac{1}{k-1} \pm \varepsilon\right) |V_i|$.

(iii) For $s \leq k-1$ and $v \in \bigcup_{i \leq \ell, t \neq s} X_i^{(t)}$, $\deg(v, \bigcup_{i \leq \ell} X_i^{(s)}) \geq \left|\bigcup_{i \leq \ell} X_i^{(s)}\right| - \varepsilon \cdot v(G)$.

For $i \leq \ell$ and $s \leq k-1$, let $B_i^{(s)}$ denote a subset of $Y_i^{(s)}$ consisting of all vertices $v$ with $\deg(v, \bigcup_{i \leq \ell} X_i^{(s)}) < \eta \cdot v(G)$ for some $t \neq s$. For $s \leq k-1$, write $M_i(s)$ for a maximal matching in the induced subgraph $G[\bigcup_{i \leq \ell} Y_i^{(s)} \setminus B_i^{(s)}]$ of $G$ whose vertices are in different parts of $G$, and set $J = \{j \in [\ell] : V_j$ contains some vertex in $\bigcup_{s \leq k-1} M_i(s)\}$. Then, $|J| < 2(k-1)q$.

Proof. Choose

$$C = \frac{4(k-2)}{\eta'}$$

and $\delta = \min\left\{\frac{q\eta'}{2q-1} + \frac{\eta'}{4(k-2)}\right\}$, where $\eta' = \eta - \frac{2q-1}{2(k-1)q}$.

Notice that $\eta' > 0$ as $\eta \in \left(\frac{2q-1}{2(k-1)q}, 1\right)$. We prove the statement by contradiction. Suppose that $M_i(s)$ contains a matching $\{x_1x_2, \ldots, x_{2q-1}x_{2q}\}$ of size $q$ for some $s \leq k-1$. Let $X_i^{(t)}$ denote the vertex set $\bigcup_i X_i^{(s)}$ for $s \leq k-1$. For $t \neq s$, define $W_i(t) = \bigcup_i (N(x_1, \ldots, x_{2q}) \cap X_i^{(t)})$. Then property (i) implies that $W_i^{(1)}, \ldots, W_i^{(k-1)}$ are disjoint subsets of $V(G)$. We shall apply Lemma 4.3.6 to find a copy of $K_{k-2}(2q)$ in $G[W_i^{(1)}, \ldots, W_i^{(s)}, \ldots, W_i^{(k-1)}]$ whose vertices are in different parts of $G$ (here $W_i^{(s)}$ stands for the empty set). Since this copy lies in $N(x_1, \ldots, x_{2q})$ and since $\{x_1x_2, \ldots, x_{2q-1}x_{2q}\}$ is a matching, $G$ contains a copy of $K_k^{+q}(2q)$ whose vertices belong to different parts of $G$, which is impossible. The remaining task is thus to verify the assumptions of Lemma 4.3.6. Indeed, from the definition of $W_i(t)$ we see that, for $t \neq s$,

$$W_i(t) = \bigcup_i (N(x_1, \ldots, x_{2q}) \cap X_i^{(t)}).$$

By the definition of $M_i(s)$, we have $\deg(x, X_i^{(t)}) \geq \eta \cdot v(G)$ for $x \in \{x_1, \ldots, x_{2q}\}$ and $t \neq s$. Hence

$$|W_i(t)| = |N(x_1, \ldots, x_{2q}) \cap X_i^{(t)}| \geq 2q\eta \cdot v(G) - (2q - 1) |X_i^{(t)}| \geq 2q\eta \cdot v(G) - (2q - 1) \left(\frac{1}{k-1} + \varepsilon\right) v(G) \geq q\eta' \cdot v(G),$$

for $\varepsilon \leq \delta \leq \frac{q\eta'}{2q-1}$. Together with the assumption $\ell \geq C = \frac{4(k-2)}{\eta'}$, this inequality implies that, for $i \leq \ell$ and $t \neq s$,

$$|N(x_1, \ldots, x_{2q}) \cap X_i^{(t)}| \leq |V_i| = \frac{v(G)}{\ell} \leq \frac{q\eta'}{4(k-2)q} \cdot v(G) \leq \frac{1}{4(k-2)q} \cdot |W_i(t)|.$$
On the other hand, we can derive from property (iii) that, for \( v \in \bigcup_{t \leq p, t \notin \{s, t\}} X_i^{(p)} \),

\[
|W(t)| - \deg(v, W(t)) \leq \varepsilon \cdot v(G) \leq \frac{q^q}{\ell(k-2)^q} \cdot v(G) \leq \frac{1}{\delta(k-2)^q} \cdot |W(t)|, \tag{4.13}
\]

assuming \( \varepsilon \leq \delta \leq \frac{q^q}{\ell(k-2)^q} \). It follows from (4.10), (4.12) and (4.13) that we can apply Lemma 4.3.6 to \( G[W_1, \ldots, W_s, \ldots, W_{(k-1)}] \) with \( r_{4.3.6} = k - 2 \) and \( q_{4.3.6} = 2q \).

We are now ready to prove Theorem 4.3.2.

**Proof of Theorem 4.3.2.** Let \( k = \chi(H) \). If \( k = 2 \), then \( H \) is a matching. The density condition implies that there is at least one edge between any two parts of \( G \). Hence \( G \) contains a matching of size \( \frac{\ell}{2} \geq e(H) \) whose vertices are in different parts of \( G \). So from now on we can focus on the case when \( k \geq 3 \). Moreover, as discussed in Remark 4.3.3, we can suppose that \( H = K_{k-1}^{+q}(2q) \) for some positive integer \( q \). To prove Theorem 4.3.2, we assume to the contrary that \( G \) does not contain a copy of \( H \) whose vertices are in different parts of \( G \). Without loss of generality we can suppose that each part of \( G \) has exactly \( m \) vertices, where \( m \) is a sufficiently large integer. Otherwise, multiply each vertex in each part \( V_i \) by a factor of \( \frac{m}{|V_i|} \), which has no effect on the densities, and creates no copy of \( H \) whose vertices lie in different parts of \( G \).

Choose \( \ell = \max\{C_{4.3.4}(k, q, \varepsilon), 1/\varepsilon\} \), where \( \varepsilon > 0 \) is sufficiently small (to be specified later). Let \( \ell_1 = \frac{\ell}{2(k-1)!} \), \( \ell_2 = \ell_1 - (k - 1) \), \( \ell_3 = \frac{\ell_2}{(k-1)!} \), and \( \ell_4 = \ell_3 - 2(k - 1)q - D \), where \( D = D_{4.3.9}(k, q, \frac{1}{(6q + 10)(k-1)(k-1)!}) \). Note that the parameters \( \ell \) and \( \ell_i \) both grow as \( \Omega(1/\varepsilon) \).

Our goal is to find an infracolourable structure in \( G \). In the first step, we apply Lemma 4.3.4 to \( G \) with \( k_{4.3.4} = k \), \( q_{4.3.4} = q \) and \( \varepsilon_{4.3.4} = \varepsilon < \frac{1}{8k^2q} \) to obtain an induced \((k-1)\)-colourable subgraph \( F \) of \( G \) whose vertex classes \( X^{(1)}, \ldots, X^{(k-1)} \) satisfy

\[
|X^{(s)}| = \left(\frac{1}{k-1} \pm \varepsilon\right) n \text{ for } s \leq k - 1, \tag{4.14}
\]

\[
\deg(v, X^{(s)}) \geq |X^{(s)}| - \varepsilon n \text{ for } s \leq k - 1 \text{ and } v \in \bigcup_{t \neq s} X^{(t)} \tag{4.15}
\]

Let \( T = V(G) \setminus V(F) \). The inequality (4.14) implies that \( |T| \leq k\varepsilon n \). This forces \( |T_i| \leq 2k\varepsilon m \) for at least half of indices \( i \leq \ell \). Since \( \ell_1 = \frac{\ell}{2(k-1)!} \), by the pigeon hole principle we can relabel the \( V_i \) and the \( X^{(s)} \) such that \( |X^{(1)}_i| \geq |X^{(2)}_i| \geq \ldots \geq |X^{(k-1)}_i| \) and

\[
|T_i| \leq 2k\varepsilon m \text{ for } i \leq \ell_1. \tag{4.16}
\]

Hence we can apply Lemma 4.2.4 with \( \varepsilon_{4.2.4} = 2k\varepsilon < \frac{1}{4} \) to find a subset \( I_0 \in \left( \frac{N}{k-1} \right) \) such that \( |X^{(s)}_i| = \left(\frac{1}{k-1} \pm k\sqrt{2k\varepsilon}\right) m \) for \( s \leq k - 1 \) and \( i \in [\ell_1] \setminus I_0 \). By reordering parts if necessary,
we may assume that
\[
|X_i^{(s)}| = \left( \frac{1}{k-1} \pm k\sqrt{2k\varepsilon} \right) m \quad \text{for } s \leq k-1 \text{ and } i \leq \ell_2. \tag{4.17}
\]

For \( i \leq \ell_2 \) we shall partition \( V_i \) into \( k-1 \) subsets \( Y_i^{(1)}, \ldots, Y_i^{(k-1)} \) as follows. A vertex \( v \in V_i \) is assigned to \( Y_i^{(s)} \) if \( \deg(v, \bigcup_{j \leq \ell_2} X_j^{(s)}) = \min_{i \leq k-1} \deg(v, \bigcup_{j \leq \ell_2} X_j^{(i)}) \); if there are more than one such index \( s \), arbitrarily choose one of them.

Claim 4.3.11. \( X_i^{(s)} \subseteq Y_i^{(s)} \subseteq X_i^{(s)} \cup T_i \) and \( |Y_i^{(s)}| = \left( \frac{1}{k-1} \pm 2k\sqrt{2k\varepsilon} \right) m \) for \( s \leq k-1 \) and \( i \leq \ell_2 \).

Proof. Let \( v \) be an arbitrary vertex of \( X_i^{(s)} \). Since \( X^{(s)} \) is an independent set of \( G \), \( v \) has no neighbours in \( \bigcup_{j \leq \ell_2} X_j^{(s)} \). It thus follows from the definition of \( Y_i^{(s)} \) that \( v \in Y_i^{(s)} \), and so \( X_i^{(s)} \) is a subset of \( Y_i^{(s)} \). Combining with the fact that \( V_i = \left( \bigcup_s X_i^{(s)} \right) \cup T_i = \bigcup_s Y_i^{(s)} \), we conclude that \( Y_i^{(s)} \subseteq X_i^{(s)} \cup T_i \) for \( i \leq \ell_2 \) and \( s \leq k-1 \).

As \( X_i^{(s)} \) is a subset of \( Y_i^{(s)} \), (4.17) tells us that \( |Y_i^{(s)}| \geq |X_i^{(s)}| \geq \left( \frac{1}{k-1} - k\sqrt{2k\varepsilon} \right) m \) for \( i \leq \ell_2 \) and \( s \leq k-1 \). Using (4.16) and (4.17), we get
\[
|Y_i^{(s)}| \leq |X_i^{(s)}| + |T_i| \leq \left( \frac{1}{k-1} + k\sqrt{2k\varepsilon} + 2k\varepsilon \right) m \leq \left( \frac{1}{k-1} + 2k\sqrt{2k\varepsilon} \right) m
\]
for \( i \leq \ell_2 \) and \( s \leq k-1 \), where the first inequality holds since \( Y_i^{(s)} \) is a subset of \( X_i^{(s)} \cup T_i \).

Let \( I \) be the set of all indices \( i \in [\ell_2] \) such that there exists a vertex \( v_i \in V_i \) with \( \deg(v_i, X_1^{(s)} \cup \ldots \cup X_{\ell_2}^{(s)}) \geq \frac{1}{(6q+10)(k-1)^2} \cdot \frac{2m}{k-1} \) for \( s \leq k-1 \). Below, we show that the size of \( I \) is bounded in terms of \( k \) and \( q \). We shall see later that this would imply the third property of an infracolourable structure (see Definition 4.2.2).

Claim 4.3.12. \( |I| \leq D \).

Proof. We require \( \varepsilon \) to be small enough so that \( \max\{k\sqrt{2k\varepsilon}, k^k \varepsilon\} < \delta_{4.3.9}(k, q, \eta) \) and \( \ell_2 \geq C_{4.3.9}(k, q, \eta) \), where \( \eta := \frac{1}{(6q+10)(k-1)(k-1)^2} \). By (4.17), \( |X_i^{(s)}| = \left( \frac{1}{k-1} \pm k\sqrt{2k\varepsilon} \right) m \) for \( s \leq k-1 \) and \( i \leq \ell_2 \). Moreover, for \( s \leq k-1 \) and \( v \in \bigcup_{i \leq \ell_2, t \neq s} X_i^{(t)} \), we have
\[
\deg(v, \bigcup_{i \leq \ell_2} X_i^{(s)}) \geq \left| \bigcup_{i \leq \ell_2} X_i^{(s)} \right| + \deg(v, X^{(s)}) - |X^{(s)}| \geq \left| \bigcup_{i \leq \ell_2} X_i^{(s)} \right| - \varepsilon n \geq \left| \bigcup_{i \leq \ell_2} X_i^{(s)} \right| - k^k \varepsilon \ell_2 m.
\]
Therefore, we can apply Lemma 4.3.9 to \( G[V_1 \cup \ldots \cup V_{\ell_2}] \) with input \( k_{4.3.9} = k \), \( q_{4.3.9} = q \) and \( \eta_{4.3.9} = \eta \) to conclude that \( |I| \leq D_{4.3.9}(k, q, \eta) = D \).
As \( \ell_3 = \frac{\ell_2}{(k-1)!} \), by reordering the \( V_i \) and \( Y_i(s) \) if necessary we can ensure
\[
V_i = \bigcup_s Y_i(s) \quad \text{and} \quad \left| Y_i(1) \right| \geq \left| Y_i(2) \right| \geq \ldots \geq \left| Y_i(k-1) \right| \quad \text{for } i \leq \ell_3. \tag{4.18}
\]

For \( i \leq \ell_3 \) and \( s \leq k - 1 \), let \( B_i(s) \) be the set of all vertices \( v \in Y_i(s) \) with the property that \( \deg(v, X_1(t) \cup \ldots \cup X_s(t)) < \frac{2q}{2q+1} \cdot \frac{\ell_2 q m}{k-1} \) for some \( t \neq s \). For \( s \leq k - 1 \), let \( M_i(s) \) denote a maximal matching in \( G[\bigcup_{i \leq \ell_3} Y_i(s) \setminus B_i(s)] \) whose vertices are in different parts of \( G \), and write \( J \) for the collection of all indices \( j \in [\ell_3] \) so that \( \bigcup_{s \leq k-1} M_i(s) \) contains some vertex in \( V_j \). We claim that the size of \( J \) is bounded from above by a function of \( k \) and \( q \). Later, we shall derive from this the second property of an infracolourable structure (see Definition 4.2.2).

**Claim 4.3.13.** \( |J| < 2(k-1)q \).

**Proof.** We shall apply Lemma 4.3.10 to \( G[V_1 \cup \ldots \cup V_{\ell_3}] \) with \( k_{4.3.10} = k \), \( q_{4.3.10} = q \) and \( \eta_{4.3.10} = \frac{2q}{(k-1)(2q+1)} \) to get \( |J| < 2(k-1)q \). Note that \( \left| X_i(s) \right| = \left( \frac{1}{k-1} \pm k \sqrt{2k\varepsilon} \right) m \) for \( s \leq k-1 \) and \( i \leq \ell_3 \), by (4.17). Furthermore, for \( s \leq k - 1 \) and \( v \in \bigcup_{i \leq \ell_3, t \neq s} X_i(t) \), we have
\[
\deg(v, \bigcup_{i \leq \ell_3} X_i(s)) \geq \left| \bigcup_{i \leq \ell_2} X_i(s) \right| - \varepsilon n \geq \left| \bigcup_{i \leq \ell_2} X_s(s) \right| - k^2 \varepsilon \ell_3 m.
\]

Finally, we can choose \( \varepsilon \) sufficiently small so that max\( \{k \sqrt{2k\varepsilon}, k^2 \varepsilon\} < \delta_{4.3.10} \left( k, q, \frac{2q}{(k-1)(2q+1)} \right) \) and \( \ell_3 \geq C_{4.3.10} \left( k, q, \frac{2q}{(k-1)(2q+1)} \right) \). \( \square \)

From Claims 4.3.12 and 4.3.13 we can assume (relabelling parts once more if necessary) that \( \{1, \ldots, \ell_3\} \setminus (I \cup J) = \{1, \ldots, \ell_4\} \). For \( i \leq \ell_4 \) and \( s \leq k - 1 \), let \( D_i(s) \) be the set consisting of all vertices \( v \in Y_i(s) \) such that \( \deg(v, Y_1(t) \cup \ldots \cup Y_s(t)) < \frac{2q+1}{2q+2} \cdot \frac{\ell_2 q m}{k-1} \) for some \( t \neq s \).

**Claim 4.3.14.** The \( \ell_4 \)-partite graph \( G[V_1 \cup \ldots \cup V_{\ell_4}] \) together with pairs \( (D_i(s), Y_i(s))_{s \leq k-1, i \leq \ell_4} \) of vertex sets form an \( (\frac{1}{6q+9}, k, \ell_4) \)-infracolourable structure.

**Proof.** We have to verify the following three properties:

(i) For \( i \leq \ell_4 \), \( V_i = \bigcup_{s \leq k-1} Y_i(s) \) and \( \left| Y_i(1) \right| \geq \left| Y_i(2) \right| \geq \ldots \geq \left| Y_i(k-1) \right| \);

(ii) For \( i \leq \ell_4 \) and \( s \leq k - 1 \), \( D_i(s) \subseteq Y_i(s) \) and \( \bigcup_{i \leq \ell_4} Y_i(s) \setminus D_i(s) \) is an independent set;

(iii) For \( s \leq k - 1 \), every vertex \( v \in \bigcup_{i \leq \ell_4} D_i(s) \) has at most \( \frac{1}{6q+9} \cdot \frac{\ell_2 q m}{k-1} \) neighbours in \( \bigcup_{i \leq \ell_4} Y_i(s) \) and at least \( \frac{1}{2q+3} \cdot \frac{\ell_2 q m}{k-1} \) non-neighbours in \( \bigcup_{i \leq \ell_4} V_i \setminus Y_i(s) \).

Property (i) follows directly from (4.18). For (ii), we observe that \( B_i(s) \subseteq D_i(s) \) for \( i \leq \ell_4 \) and \( s \leq k - 1 \). We then deduce property (ii) from the maximality of \( M_i(s) \). For (iii), we consider an
arbitrary vertex \( v \in \bigcup_{i \leq \ell_4} D_i^{(s)} \). Assume to the contrary that \( \deg(v, \bigcup_{i \leq \ell_4} Y_i^{(s)}) > \frac{1}{6q+9} \cdot \frac{\ell_4 m}{k-1} \).

Then, by Claim 4.3.11, we obtain

\[
\deg(v, \bigcup_{i \leq \ell_4} X_i^{(s)}) \geq \deg(v, \bigcup_{i \leq \ell_4} Y_i^{(s)}) - \left| \bigcup_{i \leq \ell_4} T_i \right| \geq \frac{1}{6q+9} \cdot \frac{\ell_4 m}{k-1} - 2k \varepsilon \ell_4 m > \frac{1}{(6q+10)(k-1)} \cdot \frac{\ell_4 m}{k-1}
\]

for \( \varepsilon \) sufficiently small. On the other hand, by (ii), we must have \( v \in \bigcup_{i \leq \ell_4} D_i^{(s)} \subseteq \bigcup_{i \leq \ell_4} Y_i^{(s)} \), and so \( \deg(v, \bigcup_{i \leq \ell_2} X_i^{(t)}) \geq \deg(v, \bigcup_{i \leq \ell_4} X_i^{(s)}) \) for all \( t \leq k - 1 \). Therefore,

\[
\deg(v, \bigcup_{i \leq \ell_2} X_i^{(t)}) \geq \deg(v, \bigcup_{i \leq \ell_4} X_i^{(s)}) \geq \deg(v, \bigcup_{i \leq \ell_4} X_i^{(s)}) > \frac{1}{(6q+10)(k-1)} \cdot \frac{\ell_4 m}{k-1}
\]

for \( t \leq k - 1 \), as \( v \in \bigcup_{i \leq \ell_4} Y_i^{(s)} \). This contradicts the fact that \( \{1, \ldots, \ell_4\} \cap I = \emptyset \). Finally, by the definition of \( \bigcup_{i \leq \ell_4} D_i^{(s)} \), there exists \( t \neq s \) such that \( \deg(v, \bigcup_{i \leq \ell_4} Y_i^{(t)}) < \frac{2q+1}{2q+2} \cdot \frac{\ell_4 m}{k-1} \).

Consequently, the number of non-neighbours of \( v \) in \( \bigcup_{i \leq \ell_4} Y_i^{(t)} \) is at least

\[
\left| \bigcup_{i \leq \ell_4} Y_i^{(t)} \right| - \frac{2q+1}{2q+2} \cdot \frac{\ell_4 m}{k-1} \geq \left( \frac{1}{k-1} - 2k \sqrt{2k} \varepsilon \right)^{-1} - \frac{2q+1}{2q+2} \cdot \frac{\ell_4 m}{k-1} > \frac{1}{2q+3} \cdot \frac{\ell_4 m}{k-1},
\]

assuming \( \varepsilon \) is sufficiently small. \( \square \)

Claim 4.3.14 tells us that \( G[V_1 \cup \ldots \cup V_{\ell_4}] \) is the base graph of an \( \left( \frac{1}{6q+9}, k, \ell_4 \right) \)-infracolourable structure. By appealing to Lemma 4.2.3, we can find two indices \( 1 \leq i < j \leq \ell_4 \) with \( d(V_i, V_j) \leq \frac{k-2}{k-1} \), contradicting the assumption that \( d(V_i, V_j) > \frac{k-2}{k-1} \). This completes our proof of Theorem 4.3.2. \( \square \)

### 4.4 Proof of Theorem 4.1.4

In this section we shall prove a stronger version of Theorem 4.1.4.

**Theorem 4.4.1 ([81]).** Let \( k \) and \( \ell \) be integers with \( k \geq 3 \) and \( \ell \geq e^{2/c} \), where \( c \) is a real number with \( 0 < c \leq k^{-(k+6)/2} \). Suppose that \( G = (V_1 \cup \ldots \cup V_\ell, E) \) be a balanced \( \ell \)-partite graph on \( n \) vertices such that \( d(V_i, V_j) \geq \frac{k-2}{k-1} \) for \( i \neq j \).

Then, \( G \) either contains a copy of \( K_{k-1}^+([c \log n], \ldots, [c \log n], [n^{1-2\sqrt{c}}]) \) or is isomorphic to a graph in \( G^k_\ell \).

The idea of the proof is similar to that of Theorem 4.3.2. We assume that \( G \) does not contain a copy of \( K_{k-1}^+([c \log n], \ldots, [c \log n], [n^{1-2\sqrt{c}}]) \). We wish to show that \( G \) is isomorphic
to a graph in the family $G^c_k$. For this purpose, we apply the stability lemma (Lemma 4.4.2) to find an induced $(k - 1)$-colourable subgraph of $G$ which almost spans $V(G)$. We then use the embedding lemma (Lemma 4.4.4) showing that $G$ contains a large infracolourable structure. To conclude the proof, we shall use a bootstrapping argument (Lemma 4.4.8) which allows leveraging a weak structure result into a strong structure result.

In the proof of Theorem 4.4.1 we shall need the following stability lemma.

**Lemma 4.4.2.** Let $k$ and $\ell$ be integers with $k \geq 3$ and $\ell \geq e^{2/c}$, where $c$ is a real number with $0 < c \leq k^{-(k+6)/2}$. Let $G = (V_1 \cup \ldots \cup V_\ell, E)$ be a balanced $\ell$-partite graph such that $d(V_i, V_j) \geq \frac{k-2}{k-1}$ for $i \neq j$. If $G$ does not contain $K_{k-1}^+([c \log n], \ldots, [c \log n], \lfloor n^{1/2c} \rfloor)$, then $G$ has an induced $(k - 1)$-colourable subgraph $F$ whose vertex classes $X^{(1)}, \ldots, X^{(k-1)}$ satisfy the following properties with $\varepsilon = 4\ell^{-1/2}$

(i) For $s \leq k - 1$, $|X^{(s)}| = \left(\frac{1}{k-1} \pm k\varepsilon\right) n$;
(ii) For $s \leq k - 1$ and $v \in \bigcup_{t \neq s} X^{(t)}$, $\deg(v, X^{(s)}) \geq |X^{(s)}| - k\varepsilon n$.

To prove the above statement we need a stability lemma of Nikiforov [82, Theorem 3].

**Lemma 4.4.3.** Let $k \geq 3$ be an integer, and let $c$ and $\delta$ be positive real numbers with $c < k^{-(k+6)/2}$ and $\delta < \frac{1}{8k^3}$. Suppose that $G$ is a graph of order $n \geq e^{2/c}$ with $e(G) \geq \left(\frac{k-2}{k-1} - \frac{1}{\ell}\right) \binom{n}{2}$. If $G$ has no copy of $K_{k-1}^+([c \log n], \ldots, [c \log n], \lfloor n^{1/2c} \rfloor)$, then $G$ contains an induced $(k - 1)$-colourable subgraph $F$ of order $v(F) \geq (1 - 2\sqrt{\delta}) n$ and minimum degree $\delta(F) \geq \left(\frac{k-2}{k-1} - 4\sqrt{\delta}\right) n$.

**Proof of Lemma 4.4.2.** By the assumption, $|V_1| = \ldots = |V_\ell| = \frac{n}{\ell} := m$. Together with the density condition, we conclude that $e(G) \geq \left(\frac{1}{\ell}\right) \binom{m}{2} \geq \left(\frac{k-2}{k-1} - \frac{1}{\ell}\right) \frac{(\ell m)^2}{2} = \left(\frac{k-2}{k-1} - \frac{1}{\ell}\right) \frac{n^2}{2}$. Notice that $c \leq k^{-(k+6)/2}$, $\frac{1}{\ell} < \frac{1}{8k^3}$ and $n \geq e^{2/c}$. Thus, by applying Lemma 4.4.2 to $G$ with $\delta_{4.4.2} = \frac{1}{\ell}$ we obtain an $(k - 1)$-colourable induced subgraph $F = G[X^{(1)} \cup \ldots \cup X^{(k-1)}]$ of $G$ with $v(F) > (1 - \varepsilon)n$ and $\delta(F) \geq \left(\frac{k-2}{k-1} - \varepsilon\right) n$. Since $\delta(F) \geq \left(\frac{k-2}{k-1} - \varepsilon\right) n$ and since $X^{(s)}$ is an independent set, we must have

$$|X^{(s)}| \leq n - \delta(F) \leq \left(\frac{1}{k-1} + \varepsilon\right) n$$

for $s \leq k - 1$. This implies that

$$|X^{(s)}| \geq v(F) - (k - 2) \left(\frac{1}{k-1} + \varepsilon\right) n \geq (1 - \varepsilon)n - (k - 2) \left(\frac{1}{k-1} + \varepsilon\right) n = \left(\frac{1}{k-1} - (k - 1)\varepsilon\right) n$$

for $s \leq k - 1$. Therefore, for $s \leq k - 1$ and $v \in \bigcup_{t \neq s} X^{(t)}$, the number of non-neighbours of $v$ in $X^{(s)}$ is at most

$$n - |X^{(s)}| - d_F(v) \leq n - \left(\frac{1}{k-1} - (k - 1)\varepsilon\right) n - \left(\frac{k-2}{k-1} - \varepsilon\right) n = k\varepsilon n,$$

as desired. \qed
The next ingredient we need is an embedding result.

**Lemma 4.4.4.** Let \( r \geq 2 \) be an integer, and let \( G \) be an \( r \)-colourable graph with vertex classes \( W_1, \ldots, W_r \) of the same size \( h \). Suppose that \( \deg(w, W_s) \geq (1 - \frac{1}{r})h \) for \( s \leq r \) and \( w \in \bigcup_{t \neq s} W_t \). Then

1. \( G \) contains at least \( \frac{1}{2}h^r \) copies of \( K_r \),
2. For \( \alpha \in (0, \frac{1}{4}) \) and \( s \leq r \), \( G \) contains a copy of \( K_r([\alpha^r \log h], \ldots, [\alpha^r \log h], [h^{1-\alpha^{r-1}}]) \) whose \( s \)th vertex class is a subset of \( W_s \).

The proof of the above lemma requires a simple result of Nikiforov [82, Lemma 5].

**Lemma 4.4.5.** Let \( r \geq 2 \) be an integer, and let \( \alpha \) be a real number in \( (0, \frac{1}{4}) \). Suppose that \( B[U, W] \) is a bipartite graph with \( |U| = p \) and \( |W| = q \). If \( pq \geq 4[\alpha^r \log q] \) and \( e(B[U, W]) \geq \frac{1}{2}pq \), then \( B[U, W] \) contains the complete bipartite graph \( K(a, b) \) with \( a = [\alpha^r \log q] \) and \( b = [q^{1-\alpha^{r-1}}] \).

**Proof of Lemma 4.4.4.** (1) Let \( w_s \in W_s \) for \( s = 1, \ldots, r \). Observe that \( \{w_1, \ldots, w_r\} \) forms a clique of \( G \) if and only if \( w_s \in N(w_1, \ldots, w_{s-1}) \cap W_s \) for \( s = 2, \ldots, r \). In addition, \( |N(w_1, \ldots, w_{s-1}) \cap W_s| \geq h - (s - 1) \cdot \frac{h}{r^2} \). Thus, we can bound the number of copies of \( K_r \) in \( G \) from below by

\[
h^r \cdot \prod_{s=1}^{r} \left(1 - \frac{s-1}{r^2}\right) \geq h^r \cdot \left(1 - \sum_{s=1}^{r} \frac{s-1}{r^2}\right) = \frac{r+1}{2r} \cdot h^r > \frac{1}{2}h^r.
\]

(2) We proceed by induction on \( r \). The base case \( r = 2 \) follows from the first assertion and Lemma 4.4.5. For the induction step, assume that \( r > 2 \). The induction hypothesis implies that \( G[W_1 \cup \ldots \cup W_{r-1}] \) contains a copy of \( K_{r-1}(m) \) with \( m = [\alpha^{r-1} \log h] \). Let \( U \) denote a set of \( m \) disjoint copies of \( K_{r-1} \) in \( K_{r-1}(m) \). Define a bipartite graph \( B[U, W_r] \) with vertex classes \( U \) and \( W_r \), joining \( R \in U \) to \( w \in W_r \) if \( R \cup \{w\} \) is a clique. We see that \( |U| = m \) and \( |W_r| = h \). Since \( 0 < \alpha < 1/4 \), we have \( m = [\alpha^{r-1} \log h] \geq [4\alpha^r \log h] \geq 4[\alpha^r \log h] \). Furthermore, every vertex of \( U \) has at least \( h - r \cdot \frac{h}{r^2} \geq h/2 \) neighbours in \( W_r \). Hence \( e(B[U, W_r]) \geq mh/2 \). The assertion then follows from the base case \( r = 2 \).

In order to find a large infracolourable structure in \( G \) we shall use the following consequence of Lemma 4.4.4.

**Lemma 4.4.6.** Let \( k \geq 3 \) and \( \ell \geq 2 \) be integers, and let \( \varepsilon \) and \( \alpha \) be positive real numbers with \( \varepsilon < 10^{-2}k^{-k} \) and \( \alpha < \frac{1}{4} \). Suppose that \( G = (V_1 \cup \ldots \cup V_\ell, E) \) is a balanced \( \ell \)-partite graph containing no copy of \( K_{k-1}^+([\alpha^{k-1} \log(p)], \ldots, [\alpha^{k-1} \log(p)], [p^{1-\alpha^{k-2}}]) \), where \( p = \frac{1}{10(k-1)(k-1)!} \cdot v(G) \). Assume that \( (X_i^{(s)})_{s \leq k-1, i \leq \ell} \) are vertex sets so that
(i) For $i \leq \ell$, $X_i^{(1)}, \ldots, X_i^{(k-1)}$ are disjoint subsets of $V_i$;
(ii) For $s \leq k - 1$ and $v \in \bigcup_{i \leq \ell, t \neq s} X_i^{(t)}$, $\deg(v, \bigcup_{i \leq \ell} X_i^{(s)}) \geq \left| \bigcup_{i \leq \ell} X_i^{(s)} \right| - \varepsilon \cdot v(G)$.

Then, there are no vertices $v \in V(G)$ such that $\deg(v, \bigcup_{i \leq \ell} X_i^{(s)}) \geq p$ for all $s \leq k - 1$.

**Proof.** Suppose for the contradiction that there is $v \in V(G)$ with $\deg(v, \bigcup_{i \leq \ell} X_i^{(s)}) \geq p$ for all $s \leq k - 1$. Then, for $s \leq k - 1$ there exists a subset

$$W_s \subseteq N(v) \cap \left( \bigcup_i X_i^{(s)} \right) \text{ with } |W_s| = p. \quad (4.19)$$

By property (i), $W_1, \ldots, W_{k-1}$ are disjoint subsets of $V(G)$. On the other hand, property (ii) shows that for all $s \leq k - 1$ and $v \in \bigcup_{i \leq \ell, t \neq s} W_t$ one has

$$\deg(v, W_s) \geq |W_s| - \varepsilon \cdot v(G) \geq |W_s| - \frac{1}{(k-1)^2} \cdot \frac{1}{16(k-1)(k-1)!} \cdot v(G) = \left( 1 - \frac{1}{(k-1)^2} \right) |W_s|, \quad (4.20)$$

as $\varepsilon < 10^{-2}k^{-k}$. Finally, it follows from (4.19) and (4.20) that we can apply Lemma 4.4.4(2) to the graph $G[W_1, \ldots, W_{k-1}]$ with $r_{4,4,4} = k - 1$, $h_{4,4,4} = p$ and $\alpha_{4,4,4} = \alpha$ to find a copy of $K_{k-1}(\lceil \alpha k^{-1} \log(p) \rceil, \ldots, \lceil \alpha k^{-1} \log(p) \rceil, \lceil p^{1-k^{-2}} \rceil)$. Since $W_1 \cup \ldots \cup W_{k-1}$ lies in the neighbour of $v$, $G$ contains a copy of $K_{k-1}(\lceil \alpha k^{-1} \log(p) \rceil, \ldots, \lceil \alpha k^{-1} \log(p) \rceil, \lceil p^{1-k^{-2}} \rceil)$, which contradicts our assumption. \hfill \Box

To find a large infracolourable structure in $G$ we also require the following consequence of Lemma 4.4.4.

**Lemma 4.4.7.** Let $k \geq 3$ and $\ell \geq 2$ be integers, and let $\varepsilon$ and $\alpha$ be positive real numbers with $\varepsilon < \frac{1}{12k^3}$ and $\alpha < \frac{1}{3}$. Let $G = (V_1 \cup \ldots \cup V_\ell, E)$ be a balanced $\ell$-partite graph containing no copy of $K_{k-1}^+(\lceil \alpha k^{-1} \log(p) \rceil, \ldots, \lceil \alpha k^{-1} \log(p) \rceil, \lceil p^{1-k^{-2}} \rceil)$, where $p = \frac{1}{4(k-1)} \cdot v(G)$. Suppose $(X_i^{(s)}, Y_i^{(s)})_{s \leq k-1, i \leq \ell}$ are pairs of vertex sets which satisfy

(i) For every $i \leq \ell$ and $s \leq k-1$, $X_i^{(1)}, \ldots, X_i^{(k-1)}$ are disjoint subsets of $V_i$ and $X_i^{(s)} \subseteq Y_i^{(s)}$;
(ii) For $i \leq \ell$ and $s \leq k - 1$, $|X_i^{(s)}| = \left( \frac{1}{k-1} \pm \varepsilon \right) |V_i|$
(iii) For $s \leq k - 1$ and $v \in \bigcup_{i \leq \ell, t \neq s} X_i^{(t)}$, $\deg(v, \bigcup_{i \leq \ell} X_i^{(s)}) \geq \left| \bigcup_{i \leq \ell} X_i^{(s)} \right| - \varepsilon \cdot v(G)$.

For $i \leq \ell$ and $s \leq k - 1$, let $B_i^{(s)}$ stands for a subset of $Y_i^{(s)}$ consisting of all vertices $v$ with $\deg(v, \bigcup_{t \neq s} Y_i^{(t)}) < \frac{2}{3(k-1)} \cdot v(G)$ for some $t \neq s$. Then, for $s \leq k - 1$, $\bigcup_{i \leq \ell} Y_i^{(s)} \setminus B_i^{(s)}$ is an independent set of $G$.

**Proof.** We prove by contradiction. Suppose that there exists an edge $\{x, y\} \in E(G)$ with $x, y \in \bigcup_i Y_i^{(s)} \setminus B_i^{(s)}$. Let $t \neq s$. By the definition of $\bigcup_i B_i^{(s)}$, both $\deg(x, \bigcup_i X_i^{(t)})$ and
\( \text{deg}(y, \bigcup_i X_i^{(t)}) \) are at least \( \frac{2}{3(k-1)} \cdot v(G) \). Hence

\[
\left| N(x, y) \cap \bigcup_i X_i^{(t)} \right| \geq \text{deg}(x, \bigcup_i X_i^{(t)}) + \text{deg}(y, \bigcup_i X_i^{(t)}) - \bigcup_i X_i^{(t)} \geq \left( \frac{4}{3(k-1)} \cdot \text{v}(G) - \left( \frac{1}{k-1} + \varepsilon \right) \cdot \text{v}(G) \right) \geq \frac{1}{4(k-1)} \cdot \text{v}(G),
\]

as \( \varepsilon < \frac{1}{12k^2} \). It means that there is a subset

\[
W_{(t)} \subseteq N(x, y) \cap \bigcup_{i \leq \ell_3} X_i^{(t)} \text{ with } |W_{(t)}| = \frac{1}{4(k-1)} \cdot v(G).
\]

On the other hand, it follows from property (ii) that \( \left| \bigcup_i X_i^{(s)} \right| \geq \left( \frac{1}{k-1} - \varepsilon \right) v(G) > \frac{1}{4(k-1)} \cdot v(G) \) for \( 0 < \varepsilon < \frac{1}{12k^2} \), and so there exists a subset

\[
W_{(s)} \subseteq \bigcup_i X_i^{(s)} \text{ with } |W_{(s)}| = \frac{1}{4(k-1)} \cdot v(G).
\]

Analysis similar to that in the proof of Lemma 4.4.6 shows that \( G[W_{(1)}, \ldots, W_{(k-1)}] \) must contain a copy of \( K_{k-1}([\alpha^{k-1} \log(p)], \ldots, [\alpha^{k-1} \log(p)], [p^{1-\alpha^{k-2}}]) \) whose vertex class is of size \( [\alpha^{k-1} \log(p)] \). Adding back vertices \( x \) and \( y \) to this class one gets a sugraph of the graph \( K_{k-1}([\alpha^{k-1} \log(p)], \ldots, [\alpha^{k-1} \log(p)], [p^{1-\alpha^{k-2}}]) \), contradicting the hypothesis. \( \square \)

The last component of the proof is a bootstrapping argument which allows us to leverage a weak structure result into a strong structure result. Roughly speaking, it says that if \( G \) contains an \( \ell \)-partite subgraph which is in \( G_{\ell}^k \), then \( G \) must belong to \( G_{\ell}^k \).

**Lemma 4.4.8.** Let \( k \geq 3 \) be an integer, and let \( G = (V_1 \cup \ldots \cup V_{\ell}, E) \) be an \( \ell \)-partite graph with \( |V_1| = \ldots = |V_\ell| = m \) and \( d(V_i, V_j) \geq \frac{k-2}{k-1} \) for all \( i \neq j \). Suppose that there exist an integer \( \ell \) and disjoint subsets \( Y_i^{(1)}, \ldots, Y_i^{(k-1)} \) of \( V_i \) for \( 1 \leq i \leq \ell \) so that \( \left| Y_i^{(s)} \right| = \frac{m}{k-1} \) and \( d(Y_i^{(s)}, Y_j^{(t)}) = 1 \) for all \( i \neq j \) and \( s \neq t \). If \( G \) does not contain a copy of \( K_{k-1}^+ (\frac{\ell m}{2k^2}) \), then \( G \) is isomorphic to a graph in the family \( G_{\ell}^k \).

**Proof.** We wish to show that \( G \) is isomorphic to a graph in \( G_{\ell}^k \). According to Lemma 4.2.1, it suffices to prove \( G \) is \((k-1)\)-colourable. By the assumption, we have

\[
\left| Y_i^{(s)} \right| = \frac{m}{k-1}, \quad d(Y_i^{(s)}, Y_j^{(t)}) = 1 \text{ for } s \neq t \text{ and } 1 \leq i < j \leq \ell.
\]  

\( (4.21) \)

We shall show that for \( v \in V(G) \setminus (V_1 \cup \ldots \cup V_\ell) \) there does not exist \( s \leq k-1 \) with

\[
\text{deg}(v, Y_1^{(s)} \cup \ldots \cup Y_\ell^{(s)}) \geq 1, \quad \text{deg}(v, Y_1^{(t)} \cup \ldots \cup Y_\ell^{(t)}) \geq \frac{\ell m}{2k} \text{ for all } t \neq s.
\]  

\( (4.22) \)
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We prove by contradiction. Suppose that (4.22) holds. We can pick an index \( i_0 \in \{1, 2, \ldots, \ell \} \) with \( N(v) \cap Y_{i_0}^{(s)} \neq \emptyset \) whose existence is guaranteed by (4.22). We then arbitrarily add other indices to get a subset \( I(s) \subset \{1, \ldots, \ell \} \) of size \( \frac{\ell}{2k} \). It follows from (4.21) and (4.22) that for each \( t \neq s \), there are at least \( \frac{\ell}{4} \) indices \( i \leq \ell \) with \( \text{deg}(v, Y_i^{(t)}) \geq \frac{m}{4k} \). Hence we can find \( k - 1 \) disjoint subsets \( I(1), \ldots, I(k-1) \) of size \( \frac{\ell}{2k} \) of \( \{1, \ldots, \ell \} \) with the property that \( \text{deg}(v, Y_i^{(t)}) \geq \frac{m}{4k} \) for all \( t \neq s \) and \( i \in I(t) \). By (4.21), \( G[\bigcup_{i \in I(1)} Y_i^{(1)} \cup \ldots \cup \bigcup_{i \in I(k-1)} Y_i^{(k-1)}] \) is a complete \((k-1)\)-partite graph. In addition, we have \( |N(v) \cap \bigcup_{i \in I(t)} Y_i^{(t)}| \geq |N(v) \cap Y_{i_0}^{(s)}| > 0 \) and
\[
|N(v) \cap \bigcup_{i \in I(t)} Y_i^{(t)}| = \sum_{i \in I(t)} \text{deg}(v, Y_i^{(t)}) \geq |I(t)| \cdot \frac{m}{4k} = \frac{\ell m}{32k^2} 
\]
for \( t \neq s \).

Therefore, by adding \( v \) to the \( s \)th part of \( G[\bigcup_{i \in I(1)} Y_i^{(1)} \cup \ldots \cup \bigcup_{i \in I(k-1)} Y_i^{(k-1)}] \) we get a supergraph of \( K_{k-1}^+(\frac{\ell m}{32k^2}) \) in \( G \), contradicting our assumption.

We can infer from (4.22) that \( \text{deg}(v, V_1 \cup \ldots \cup V_\ell) \leq \frac{k-2}{k} \cdot \ell m \) for all \( v \in V(G) \setminus (V_1 \cup \ldots \cup V_\ell) \). By the density condition, equality must hold. Again (4.22) shows that for each \( v \in V(G) \setminus (V_1 \cup \ldots \cup V_\ell) \),
\[
N(v) \cap (V_1 \cup \ldots \cup V_\ell) = \bigcup_{i \leq \ell} V_i \setminus Y_i^{(s)} \quad \text{for some } s \leq k-1. 
\]

If \( v \in V_i \) for some \( i > \ell \), then we assign \( v \) to \( Z_i^{(s)} \). For \( i \leq \ell \) we let \( Z_i^{(s)} = Y_i^{(s)} \) for \( s \leq k-1 \). If we denote \( Z^{(s)} = \bigcup_i Z_i^{(s)} \) for \( s \leq k-1 \), then \( V = \bigcup_s Z^{(s)} \). To prove \( G \) is \((k-1)\)-colourable, it is enough to show that \( Z^{(1)}, \ldots, Z^{(k-1)} \) are independent sets. Suppose to the contrary that for some \( s \leq k-1 \), \( Z^{(s)} \) contains an edge \( \{u, v\} \) with \( u \in Z_i^{(s)} \) and \( v \in Z_j^{(s)} \). We can easily find \( k-1 \) disjoint subsets \( J(1), \ldots, J(k-1) \) of size \( \frac{\ell}{2(k-1)} \) of \( [\ell] \setminus \{i_1, i_2\} \). Let \( W^{(s)} = \{u, v\} \cup \left( \bigcup_{i \in J(s)} Y_i^{(s)} \right) \) and \( W^{(t)} = \bigcup_{i \in J(t)} Y_i^{(t)} \) for \( t \neq s \). It follows from (4.21) and (4.23) that \( G[W^{(1)}, \ldots, W^{(k-1)}] \) is a complete \((k-1)\)-colourable graph with \( |W^{(t)}| \geq \frac{\ell}{2(k-1)} \cdot \frac{m}{k-1} > \frac{\ell m}{32k^2} \) for \( t \leq k-1 \). Combining this with the assumption that \( \{u, v\} \in E(G) \), we conclude that \( G \) contains a copy of \( K_{k-1}^+(\frac{\ell m}{32k^2}) \), a contradiction. 

We now have all the necessary tools to prove Theorem 4.4.1.

**Proof of Theorem 4.4.1.** For convenience, \( H = K_{k-1}^+(\lfloor c \log n \rfloor, \ldots, \lfloor c \log n \rfloor, \lfloor n^{1-2\sqrt{\epsilon}} \rfloor) \) and \( H^- = K_{k-1}^-(\lfloor c \log n \rfloor, \ldots, \lfloor c \log n \rfloor, \lfloor n^{1-2\sqrt{\epsilon}} \rfloor) \). Suppose \( G \) has no copy of \( H \). We wish to show that \( G \) is isomorphic to a graph in \( \mathcal{G}^k_\ell \). Since \( G \) is a balanced \( \ell \)-partite graph on \( n \) vertices, each partition set of \( G \) has size \( n/\ell := m \). Let \( \epsilon = 4\ell^{-1/2}, \ell_1 = \frac{\ell}{2(k-1)!} - (k-1), \ell_2 = \frac{\ell}{(k-1)!} \) and \( \ell_3 = \ell_2 - 1 \).
By Lemma 4.4.2, $G$ must contain an induced $(k - 1)$-colourable subgraph $F$ whose vertex classes $X^{(1)}, \ldots, X^{(k-1)}$ satisfy

$$|X^{(s)}| = \left(\frac{1}{k-1} \pm k\varepsilon\right)n \text{ for } s \leq k - 1,$$

(4.24)

$$\text{deg}(v, X^{(s)}) \geq |X^{(s)}| - k\varepsilon n \text{ for } s \leq k - 1 \text{ and } v \in \bigcup_{t \neq s} X^{(t)}.$$

(4.25)

Let $T = V(G) \setminus V(F)$. As in the proof of Theorem 4.3.2, by relabelling parts we can assume that

$$|T_i| \leq 2k^2\varepsilon m, \text{ and } |X_i^{(s)}| = \left(\frac{1}{k-1} \pm 2k^2\varepsilon\right)m \text{ for } i \leq \ell_1 \text{ and } s \leq k - 1.$$

(4.26)

For $i \leq \ell_1$ we shall partition $V_i$ into $k - 1$ subsets as follows. A vertex $v \in V_i$ is assigned to $Y_i^{(s)}$ if $\text{deg}(v, \bigcup_{j \leq \ell_1} X_j^{(s)}) = \min_{s \leq k - 1} \text{deg}(v, \bigcup_{j \leq \ell_1} X_j^{(s)});$ if there are more than one such index $s$, arbitrarily pick one of them.

**Claim 4.4.9.** $X_i^{(s)} \subseteq Y_i^{(s)} \subseteq X_i^{(s)} \cup T_i$ for $i \leq \ell_1$ and $s \leq k - 1$.

**Proof.** Because $X^{(s)}$ is an independent set in $G$, every vertex in $X_i^{(s)}$ has no neighbours in $\bigcup_{j \leq \ell_1} X_j^{(s)}$, and so $X_i^{(s)}$ is a subset of $Y_i^{(s)}$. Since $V_i = \left(\bigcup_s X_i^{(s)}\right) \cup T_i = \bigcup_s Y_i^{(s)}$ and $X_i^{(s)} \subseteq Y_i^{(s)}$ for $i \leq \ell_1$ and $s \leq k - 1$, the inclusion relation $Y_i^{(s)} \subseteq X_i^{(s)} \cup T_i$ holds for $i \leq \ell_1$ and $s \leq k - 1$.

We proceed by showing that $\bigcup_{i \leq \ell_1} V_i$ does not contain a vertex which has relatively large degree to $\bigcup_{s \leq \ell_1} Y_i^{(s)}$ for all $s \leq k - 1$.

**Claim 4.4.10.** There are no vertices $v \in \bigcup_{i \leq \ell_1} V_i$ with $\text{deg}(v, \bigcup_{i \leq \ell_1} Y_i^{(s)}) \geq \frac{\ell_1}{15(k-1)(k-1)!} \cdot \ell_1 m$ for all $s \leq k - 1$.

**Proof.** We can derive from (4.25) that, for $s \leq k - 1$ and $v \in \bigcup_{i \leq \ell_1, t \neq s} X_i^{(t)}$,

$$\text{deg}(v, \bigcup_{i \leq \ell_1} X_i^{(s)}) \geq \bigcup_{i \leq \ell_1} X_i^{(s)} + \text{deg}(v, X^{(s)}) - |X^{(s)}| \geq \bigcup_{i \leq \ell_1} X_i^{(s)} - k\varepsilon n \geq \bigcup_{i \leq \ell_1} X_i^{(s)} - k^2\varepsilon \cdot \ell_1 m.$$

Applying Lemma 4.4.6 to $G[V_1 \cup \ldots \cup V_{\ell_1}]$ with $k_{4.4.6} = k_1 = k$, $\varepsilon_{4.4.6} = k\varepsilon$ and $\alpha_{4.4.6} = (2c)^{1/(k-1)}$, we conclude either $G[V_1 \cup \ldots \cup V_{\ell_1}]$ contains $K_{\log(p)}$ or there are no vertices $v \in V_1 \cup \ldots \cup V_{\ell_1}$ with $\text{deg}(v, X_1^{(s)} \cup \ldots \cup X_{\ell_1}^{(s)}) \geq \ell_1 m$. Since $\alpha_{k-1} - \log(p) > c\log(n)$, $p^1 - k^2\varepsilon > n^{1-2\sqrt{\ell}}$ and since $G$ has no
copy of \( K^+_{k-1}([c \log n], \ldots, [c \log n], [n^{1-2\sqrt{c}}]) \), the former case is ruled out. The later case implies our statement.

Since \( \ell_2 = \frac{\ell_1}{(k-1)!} \), by reordering parts if necessary we can assume that

\[
\left| Y_i^{(1)} \right| \geq \left| Y_i^{(2)} \right| \geq \ldots \geq \left| Y_i^{(k-1)} \right| \quad \text{for } i \leq \ell_2.
\]

(4.27)

For \( i \leq \ell_2 \) and \( s \leq k - 1 \), let us denote

\[
D_{i}^{(s)} = \left\{ v \in Y_{i}^{(s)} : \deg(v, Y_{i}^{(t)}) < \frac{2}{3(k-1)} \cdot \ell_2 \text{ for some } t \neq s \right\}.
\]

Claim 4.4.11. The vertex set \( \bigcup_{i \leq \ell_2} Y_{i}^{(s)} \setminus D_{i}^{(s)} \) is an independent set of \( G \) for \( s \leq k - 1 \).

Proof. For \( i \leq \ell_2 \) and \( s \leq k - 1 \), let \( B_{i}^{(s)} \) be the vertex set consisting of all vertices \( v \in Y_{i}^{(s)} \) such that \( \deg(v, \bigcup_{i \leq \ell_2} Y_{i}^{(t)}) < \frac{2}{3(k-1)} \cdot \ell_2 \) for some \( t \neq s \). Note that, for \( s \leq k - 1 \) and \( v \in \bigcup_{i \leq \ell_2, t \neq s} X_{i}^{(s)} \), one has

\[
\deg(v, \bigcup_{i \leq \ell_2} X_{i}^{(s)}) \geq \left| \bigcup_{i \leq \ell_2} X_{i}^{(s)} \right| + \deg(v, X^{(s)}) - \left| X^{(s)} \right| \geq \left| \bigcup_{i \leq \ell_2} X_{i}^{(s)} \right| - k \epsilon n \geq \left| \bigcup_{i \leq \ell_2} X_{i}^{(s)} \right| - k^2 \epsilon \cdot \ell_2 m.
\]

This estimate together with Claim 4.4.9 and (4.26) show that we can apply Lemma 4.4.7 to \( G[V_1 \cup \ldots \cup V_{\ell_2}] \) with \( k_{4.4.7} = k, \epsilon_{4.4.7} = \max\{2k^2 \sqrt{\epsilon}, k^2 \epsilon\} \) and \( \alpha_{4.4.7} = (2c)^{1/(k-1)} := \alpha \) to conclude that either \( G[V_1 \cup \ldots \cup V_{\ell_2}] \) contains \( K^+_{k-1}([\alpha^{k-1} \log(p)], \ldots, [\alpha^{k-1} \log(p)], [p^{1-\alpha^{k-2}}]) \) or \( \bigcup_{i \leq \ell_2} Y_{i}^{(s)} \setminus B_{i}^{(s)} \) is an independent set of \( G \) for \( s \leq k - 1 \), where \( p = \frac{1}{4(k-1)} \cdot \ell_2 m \). Since \( G \) has no copy of \( K^+_{k-1}([c \log n], \ldots, [c \log n], [n^{1-2\sqrt{c}}]) \) and since \( \alpha^{k-1} \log(p) > c \log(n), p^{1-\alpha^{k-2}} > n^{1-2\sqrt{c}} \), the former case is ruled out. We can see that the later case implies our statement.

Now we can find a large infracolourable structure in \( G \), and then use Lemma 4.4.8 to show that \( G \) is isomorphic to a graph in \( \mathcal{G}^k_\ell \).

Claim 4.4.12. \( G \) is isomorphic to a graph in the family \( \mathcal{G}^k_\ell \).

Proof. Analogously to the proof of Claim 4.3.14, we can infer from Claims 4.4.10 and 4.4.11, (4.26) and (4.27) that \( G[V_1 \cup \ldots \cup V_{\ell_2}] \) together with pairs \( (D_{i}^{(s)}, Y_{i}^{(s)})_{s \leq k-1, i \leq \ell_2} \) form a \( (\frac{1}{15}, k, \ell_2) \)-infracolourable structure. By Lemma 4.2.3 this implies that \( c(G[V_1 \cup \ldots \cup V_{\ell_2}]) \leq \frac{\ell_2}{2} \frac{k - 2}{k - 1} m^2 \) and hence the equality must occur by the density condition. Appealing to Lemma 4.2.3
once again, we see that there exists $i_0 \in \{0, 1, \ldots, \ell_2\}$ with $|Y_i^{(s)}| = \frac{m}{k-1}$ for all $s$ and all $i \in [\ell_2] \setminus \{i_0\}$, and $d(Y_i^{(s)}, Y_j^{(t)}) = 1$ for all $s \neq t$ and $1 \leq i < j \leq \ell_2$. Hence we can apply Lemma 4.4.8 with $\ell = \ell_2 - 1$ to conclude that either $G$ contains a copy of $K^{+\ell_2-1}_{\ell_2-1}$ or $G$ is isomorphic to a graph in $\mathcal{G}_\ell$. The former can not happen since $G$ has no copy of $K^{+\ell_2-1}_{\ell_2-1}$. Hence we can apply Lemma 4.4.8 with $\ell = \ell_2 - 1$ to conclude that either $G$ contains a copy of $K^{+\ell_2-1}_{\ell_2-1}$ or $G$ is isomorphic to a graph in $\mathcal{G}_\ell$. The former can not happen since $G$ has no copy of $K^{+\ell_2-1}_{\ell_2-1}$. The latter must be the case, and $G$ is isomorphic to a graph in the family $\mathcal{G}_{\ell}$.

This concludes our proof of Theorem 4.3.2.

4.5 Missing proofs

4.5.1 Proof of Theorem 4.1.5

In this section we sketch a proof of Theorem 4.1.5. We follow essentially the proof of Theorem 4.4.1. We make the following alterations. Instead of Lemma 4.4.3 we use a stability result due to Bollobás and Nikiforov [16, Theorem 9].

Lemma 4.5.1. Let $k \geq 2$ be an integer, and let $\delta$ be a positive with $\delta < \frac{1}{10k^2}$. Suppose that $G$ is a graph with $n > k^8$ vertices and $e(G) \geq \left(\frac{k-2}{k-1} - \delta\right)\binom{n}{2}$ edges. Then, either $G$ contains a family of $k^{-(k+5)n/k^2}$ copies of $K_k$ sharing a common edge, or $G$ contains an induced $(k-1)$-colourable subgraph $F$ of size $v(F) \geq (1-2\sqrt{\delta})n$ and minimum degree $\delta(F) \geq \left(\frac{k-2}{k-1} - 4\sqrt{\delta}\right)n$.

We replace Lemma 4.4.4 by the following embedding result.

Lemma 4.5.2. Let $r \geq 2$ be an integer, and let $G$ be an $r$-colourable graph with classes $W(1), \ldots, W(r)$ of the same size $h$. Suppose that $\deg(v, W(s)) \geq \left(1 - \frac{1}{h}\right)h$ for $s \leq r$ and $v \in \bigcup_{t \neq s} W(t)$. Then for every pair $(s, t)$ with $s \neq t$, there is an edge between $W(s)$ and $W(t)$ which is contained in $\frac{1}{2}h^{r-2}$ copies of $K_r$.

Proof. According to Lemma 4.4.4, $G$ contains at least $\frac{1}{2}h^{r}$ copies of $K_r$. Hence there exists an edge between $W(s)$ and $W(t)$ which is shared by at least $h^{r}/(2h^2) = \frac{1}{2}h^{r-2}$ copies of $K_r$. 

The remainder of the proof is similar to that of Theorem 4.4.1.

4.5.2 Proofs of Proposition 4.3.5 and Lemma 4.3.8

To prove Proposition 4.3.5 we shall require the Erdős-Simonovits stability theorem (Erdős [34] and Simonovits [92, Theorem 8], and the graph removal lemma (Ruzsa and Szemerédi [91]).
Theorem 4.5.3 (Stability theorem). For every graph $H$ and every $\varepsilon > 0$, there exist positive constants $\delta = \delta(H, \varepsilon)$ and $C = C(H, \varepsilon)$ so that the following holds for every integer $n \geq C$. Every $n$-vertex $H$-free graph with at least $\left( \frac{\chi(H)-2}{\chi(H)-1} - \delta \right) \left( \frac{n}{2} \right)$ edges contains a $(\chi(H)-1)$-colourable subgraph of order at least $(1-\varepsilon)n$ and minimum degree at least $\left( \frac{\chi(H)-2}{\chi(H)-1} - \varepsilon \right) n$.

Theorem 4.5.4 (Graph removal lemma). For every graph $H$ and every $\delta > 0$, there exists a positive constant $\gamma = \gamma(H, \delta)$ such that every graph on $n$ vertices with at most $\gamma n^{\nu(H)}$ copies of $H$ can be made $H$-free by removing from it at most $\delta \left( \frac{n}{2} \right)$ edges.

Now we can deduce Proposition 4.3.5 from Theorems 4.5.3 and 4.5.4 as follows.

Proof of Proposition 4.3.5. Let $\delta = \delta_{4.5.3}(H, \varepsilon)/2$, $\gamma = \min \{ \gamma_{4.5.4}(H, \delta), \delta \}$ and $C = C_{4.5.3}(H, \varepsilon)$. Since $G$ contains at most $\gamma n^{\nu(H)}$ copies of $H$, Theorem 4.5.4 shows that $G$ contains an $H$-free subgraph $G'$ with $e(G') \geq e(G) - \delta \left( \frac{n}{2} \right)$. Hence

$$e(G') \geq \left( \frac{\chi(H)-2}{\chi(H)-1} - \gamma - \delta \right) \left( \frac{n}{2} \right) \geq \left( \frac{\chi(H)-2}{\chi(H)-1} - \delta_{4.5.3}(H, \varepsilon) \right) \left( \frac{n}{2} \right).$$

Moreover, $v(G') = n \geq C = C_{4.5.3}(H, \varepsilon)$. Therefore, one can apply Theorem 4.5.3 to obtain a $(\chi(H)-1)$-colourable subgraph $G''$ of $G'$ with $v(G'') \geq (1-\varepsilon)n$ and $\delta(G'') \geq \left( \frac{\chi(H)-2}{\chi(H)-1} - \varepsilon \right) n$.

Proof of Lemma 4.3.8. Choose $D = qd^{-r}$ and $\rho = e^{-q}d^{q}$. Let $S$ be the set of tuples $(w_{1}, \ldots, w_{r}, A)$ where $w_{s} \in W_{(s)}$ for all $s$, and $A \in \left( \frac{N(w_{1}, \ldots, w_{r})}{q} \right)$. We find that

$$|S| = \sum_{A \in \left( \frac{U}{q} \right)} \prod_{s \leq r} |N(A) \cap W_{(s)}| = \sum_{(w_{1}, \ldots, w_{r})} \left( \frac{|N(w_{1}, \ldots, w_{r})|}{q} \right). \tag{4.28}$$

Moreover, our assumption implies that

$$\sum_{(w_{1}, \ldots, w_{r})} |N(w_{1}, \ldots, w_{r})| = \sum_{u \in U} \prod_{s \leq r} \deg(u, W_{(s)}) \geq d^{r} |U| \cdot \prod_{s \leq r} |W_{(s)}| \cdot \tag{4.29}$$

Note that the function

$$\binom{x}{q} = \begin{cases} x(x-1) \cdots (x-q+1)/q! & \text{if } x \geq q - 1, \\ 0 & \text{if } x < q - 1. \end{cases}$$

is convex. Thus, we can first apply Jensen’s inequality to the right hand side of (4.28) and then use the inequality (4.29) to obtain $|S| \geq \left( \frac{d^{r}|U|}{q} \right) \prod_{s \leq r} |W_{(s)}|$. We infer from this and the first identity in (4.28) that there is a subset $A \in \left( \frac{U}{q} \right)$ with

$$\prod_{s \leq r} |N(A) \cap W_{(s)}| \geq \left( \frac{d^{r}|U|}{q} \right) \prod_{s \leq r} |W_{(s)}| \geq e^{-q}d^{q} \cdot \prod_{s \leq r} |W_{(s)}| = \rho \cdot \prod_{s \leq r} |W_{(s)}|,$$
where the second inequality holds since \( \left( \frac{|U|}{q} \right) \leq \left( \frac{d^q|U|}{q} \right)^q \), and \( \left( \frac{d^q|U|}{q} \right)^q \geq e^{\left( \frac{d^q|U|}{q} \right)^q} \) for \( |U| \geq D = qd^{-r} \geq q \). Hence \(|N(A) \cap W(s)| \geq \rho |W(s)| \) for \( s \leq r \).

\[ \square \]

4.6 Concluding remarks

Bollobás [12, Corollary 3.5.4] showed that every \( n \)-vertex graph with \( \lfloor \frac{n^2}{4} \rfloor + 1 \) edges contains cycles of lengths from 3 up to \( \lfloor \frac{n+3}{2} \rfloor \), and thus strengthened the Mantel theorem. Using techniques developed in this chapter we can prove the following multipartite version of this result; we omit the details.

**Theorem 4.6.1** ([81]). Let \( \ell \geq 10^{20} \), and let \( G = (V_1 \cup \ldots \cup V_\ell, E) \) be a balanced \( \ell \)-partite graph on \( n \) vertices such that

\[
d(V_i, V_j) \geq \frac{1}{2} \quad \text{for} \ i \neq j.
\]

Then, \( G \) either contains a cycle of length \( h \) for each integer \( h \) with \( 3 \leq h \leq (\frac{1}{2} - \frac{1}{2\sqrt{\ell}})n \) or is isomorphic to a graph in \( G_\ell^3 \).

The balanced \( \ell \)-partite graph obtained by taking the disjoint union of \( K_\ell(\lfloor \frac{n}{2\ell} \rfloor - 1) \) and \( K_\ell(\lceil \frac{n}{2\ell} \rceil + 1) \) has edge densities between parts strictly greater than \( \frac{1}{2} \). However, every cycle of this graph has length at most \( \frac{1}{2}n + 2\ell = (\frac{1}{2} + o(1))n \) provided \( \ell = o(n) \). Therefore, the bound \( (\frac{1}{2} - \frac{2}{2\sqrt{\ell}})n \) in the above result is asymptotically best possible.

A book in a graph is a collection of triangles sharing a common edge. The size of a book is the number of triangles. Let \( b(G) \) be the size of the largest book in a graph \( G \). Generalising Mantel’s theorem, Erdős [32] showed that every \( n \)-vertex graph \( G \) with \( \lfloor \frac{n^2}{4} \rfloor + 1 \) edges satisfies \( b(G) \geq \frac{n}{6} - O(1) \). The optimal bound \( b(G) \geq \lfloor \frac{n}{6} \rfloor \) was obtained independently by Edwards in an unpublished manuscript [28], and by Khadžiivanov and Nikiforov in [70]. We wonder whether a similar result holds for balanced multipartite graphs.

**Conjecture 4.6.2** ([81]). For every \( \varepsilon > 0 \), there is a constant \( C = C(\varepsilon) \) such that the following holds for \( \ell > C \). Let \( G = (V_1 \cup \ldots \cup V_\ell, E) \) be a balanced \( \ell \)-partite graph on \( n \) vertices such that

\[
d(V_i, V_j) > \frac{1}{2} \quad \text{for every} \ i \neq j.
\]

Then, \( b(G) > (\frac{1}{6} - \varepsilon) n \).

According to Theorem 4.1.5, the above conjecture is true for \( \varepsilon \geq \frac{1}{6} - 3^{-18} \).

Assume \( H \) is not an almost colour-critical graph. Theorem 4.1.3(1) tells us that \( d_\ell(H) \geq \frac{\chi(H)-2}{\chi(H)-1} + \frac{1}{(\chi(H)-1)^2(\ell-1)^2} \) for every \( \ell \geq v(H) \). Furthermore, this estimate is tight for \( H = K_{1,2} \).
as shown in Remark 4.3.1. It would be very interesting to have a characterisation of the equality case.

Bondy, Shen, Thomassé and Thomassen [17] determined the value of $d_\ell(K_k)$ in the case when $\ell = k = 3$, while Pfender [85] obtained result in the case when $\ell$ is large enough in terms of $k$. The value of $d_\ell(K_k)$ is not known in the remaining cases. Nevertheless, when $\ell = k \geq 4$, Pfender [86] proposed the following conjecture (see [80, Section 5] for more details).

**Conjecture 4.6.3.** The critical edge density $d_k = d_k(K_k)$ satisfies the following recurrence formula:

$$d_2 = 0, \quad d_k^2(1 - d_{k-1}) + d_k - 1 = 0 \text{ for } k \geq 3.$$

Finally, we emphasise that there are other interesting multipartite versions of the Turán theorem. For instance, Bollobás, Erdős and Szemerédi [14] introduced the function $\delta_r(n)$ which is the smallest integer so that every $r$-partite graph with parts of size $n$ and minimum degree $\delta_r(n) + 1$ contains a copy of $K_r$. The exact values of $\delta_r(n)$ was determined completely by Haxell and Szabó [54] (for odd $r$), and Szabó and Tardos [93] (for even $r$) via topological methods.
Chapter 5

Keeping Avoider’s graph almost acyclic

5.1 Introduction

Avoider-Enforcer games can be seen as the misère version of the well-known Maker-Breaker games (studied first by Lehman [74], Chvátal and Erdős [19] and Beck [7, 9]). This means that, while playing according to their conventional rules, the players’ goal is to lose the game. The general setting of Avoider-Enforcer games can be summarized as follows. Let $X$ be a finite set and let $F \subseteq 2^X$. The two players, called Avoider and Enforcer, alternately occupy a certain number of elements of the so-called board $X$. The game ends when all elements are claimed by the players. Avoider wins if for every so-called losing set $F \in \mathcal{F}$, he does not occupy all elements of $F$ by the end of the game. Otherwise Enforcer wins. In particular, it is not possible that the game ends in a draw. We may assume that Avoider is always the first player since the choice of the player who is making the first move does not have an impact on our results.

In the following we shall focus on games where the board $X$ is given by the edge set $E(K_n)$ of a complete graph and $\mathcal{F}_n$ is some graph property to be avoided. Following Hefetz, Krivelevich, Stojaković and Szabó [56], we consider two different versions of Avoider-Enforcer games. Let $b$ be a positive integer. In the original, strict $(1 : b)$ Avoider-Enforcer game (as investigated e.g. by Beck [8, 9], Hefetz, Krivelevich and Szabó [58] and by Lu [76, 77, 78]), Avoider occupies exactly 1 and Enforcer exactly $b$ unclaimed edges per round. If the number of unclaimed edges is strictly less than $b$ when it is Enforcer’s turn, then he must select all the remaining unclaimed edges. For these strict rules, we define the lower threshold bias $f_{\mathcal{F}_n}$.
to be the largest integer such that Enforcer has a winning strategy for the \((1 : b)\) game on 
\((E(K_n), \mathcal{F}_n)\) for every \(b \leq f^-_{\mathcal{F}_n}\); and the upper threshold bias \(f^+_{\mathcal{F}_n}\) to be the smallest non-negative integer such that Avoider has a winning strategy for every \(b > f^+_{\mathcal{F}_n}\). In general, \(f^-_{\mathcal{F}_n}\) and \(f^+_{\mathcal{F}_n}\) do not coincide as shown by Hefetz, Krivelevich and Szabó [58].

In the monotone \((1 : b)\) Avoider-Enforcer game, Avoider occupies at least 1 and Enforcer
at least \(b\) unclaimed edges per round. Again, if the number of unclaimed edges is strictly
less than \(b\) when it is Enforcer’s turn, then he must select all the remaining unclaimed edges.
Games with these monotone rules are bias monotone, as it was shown by Hefetz, Krivelevich,
Stojaković and Szabó in [56]. This means that there exists a unique threshold bias \(f^{mon}_{\mathcal{F}_n}\)
which is defined as the non-negative integer for which Enforcer wins the monotone \((1 : b)\)
game if and only if \(b \leq f^{mon}_{\mathcal{F}_n}\).

One might wonder at this point whether for any family \(\mathcal{F}_n\) there is some general relation
between the three thresholds mentioned above like \(f^-_{\mathcal{F}_n} \leq f^{mon}_{\mathcal{F}_n} \leq f^+_{\mathcal{F}_n}\). Indeed, if \(\mathcal{F}_n = \mathcal{F}_{P_3,n}\)
is the family of all paths on 3 vertices of \(K_n\), then these inequalities hold, as shown by Hefetz,
Krivelevich, Stojaković and Szabó in [56]. However, these inequalities are not true in general
and in fact the outcome of some Avoider-Enforcer games in the strict setting can differ a
lot from the outcome of the corresponding monotone games. For instance, it was also shown
in [56] and by Hefetz, Krivelevich and Szabó in [58] that for the Avoider-Enforcer connectivity
game, where \(\mathcal{F}_n = C_n\) is the family of all spanning trees of \(K_n\), we have \(f^{mon}_{C_n} = (1 + o(1)) \frac{n}{\log n}\),
while \(f^+_{C_n} = f^-_{C_n} = \lfloor \frac{n-1}{2} \rfloor\).

In the present chapter, we shall be studying biased strict and monotone Avoider-Enforcer
games, where Avoider’s goal is to maintain an (almost) acyclic graph. This will have a series of
improvements on the bias of various games such as planarity, colourability and minor games.
Before stating our results we survey the relevant developments so far.

Define \(NC^k_n\) to be the set consisting of the edge sets of all non-\(k\)-colourable graphs on
\(n\) vertices. It was proved by Hefetz, Krivelevich, Stojaković and Szabó [55] that for every
\(k \geq 3\), Avoider can win the strict \((1 : b)\) “non-\(k\)-colourability” game \(NC^k_n\) against any bias
larger than \(2kn^{1+\frac{1}{2k-3}}\). On the other hand, it was shown by the same authors [55] that there
exists a constant \(s_k\) such that Enforcer has a strategy to win the game for every \(b \leq s_kn\).
Moreover, in the same paper the authors mention that there exists a constant \(c > 0\) such that
\(cn \leq f^-_{NC^k_n} \leq f^+_{NC^k_n} \leq n^{3/2}\).

Let \(M^t_n\) denote the set of all edge sets of all graphs on \(n\) vertices containing a \(K_t\)-minor.
Playing against a bias larger than \(2n^{5/4}\), Avoider can win the strict \((1 : b)\) \(K_t\)-minor game \(M^t_n\)
for every \(t \geq 4\) whereas if \(b\) is almost as large as \(n/2\) Enforcer has a winning strategy where
is some constant power of $n$, see [55]. It was proved by Hefetz, Krivelevich, Stojaković and Szabó in [56] that the threshold bias for the monotone version is of order $n^{3/2}$ for $t = 3$.

Finally, let us introduce the “non-planarity” Avoider-Enforcer game. Let $NP_n$ be the set consisting of the edge sets of all non-planar graphs on $n$ vertices. In the so-called “non-planarity” game $NP_n$, Avoider’s task is to keep his graph planar. Hefetz, Krivelevich, Stojaković and Szabó proved in [55] that in the strict $(1 : b)$ non-planarity game, Avoider can succeed against any bias larger than $2n^{5/4}$. Furthermore, their proof also can be applied when considering the monotone rules instead.

The main results of this chapter are the following two theorems. The first theorem gives a lower bound of $200n \log n$ on the bias such that both in the monotone and in the strict $(1 : b)$ Avoider-Enforcer game, Avoider can keep his graph acyclic apart from at most one unicyclic component.

**Theorem 5.1.1 ([21])**. For $n$ sufficiently large and $b \geq 200n \log n$, Avoider can ensure that both in the monotone and in the strict $(1 : b)$ Avoider-Enforcer game by the end of the game Avoider’s graph is a forest plus at most one additional edge.

In the strict $(1 : b)$ game stated in the theorem below, Avoider’s task is to keep his graph acyclic for which he has again a winning strategy for some bias $b$ between $200n \log n$ and $201n \log n$.

**Theorem 5.1.2 ([21])**. For $n$ sufficiently large, there is a bias $200n \log n \leq b \leq 201n \log n$ such that Avoider can ensure that in the strict $(1 : b)$ Avoider-Enforcer game by the end of the game Avoider’s graph is a forest.

While these results are interesting in their own right, they can be applied directly to three other games discussed above: the “non-$k$-colourability”, the “$K_t$-minor”, and the “non-planarity” Avoider-Enforcer games.

The two corollaries below are direct consequences of our main theorems above. In particular, these results improve upper bounds for $f_{NCk}^+$ and $f_{NCk}^{mon}$ with $k \geq 3$, and for $f_{NC2}^-$. Furthermore better bounds are obtained for $f_{Mt}^+$ and $f_{Mt}^{mon}$ with $t \geq 4$ and for $f_{M3}^-$. Finally, the bounds on $f_{NP}^+$ and $f_{NP}^{mon}$ are improved as well.

**Corollary 5.1.3 ([21])**. For $n$ sufficiently large and $b \geq 200n \log n$, Avoider can ensure that in the monotone/strict $(1 : b)$ Avoider-Enforcer game by the end of the game his graph is planar, $k$-colourable for $k \geq 3$, and does not contain a $K_t$-minor for $t \geq 4$. Thus,

$$f_{NP}^+, f_{NCk}^+, f_{M_t}^+, f_{NP}^{mon}, f_{NCk}^{mon}, f_{M_t}^{mon} \leq 200n \log n.$$
Proof. By Theorem 5.1.1, Avoider can ensure that by the end of the game his graph is a forest plus at most one additional edge. Clearly, this graph is planar, 3-colourable, and does not contain a $K_4$-minor, proving the statement.

Corollary 5.1.4 ([21]). For $n$ sufficiently large, there is a bias $200n \log n \leq b \leq 201n \log n$ such that Avoider can ensure that in the strict $(1 : b)$ Avoider-Enforcer game by the end of the game Avoider’s graph is 2-colourable and does not contain a $K_3$-minor. Thus,

$$f_{NC_n}^{-}, f_{M_n^3}^{-} = O(n \log n).$$

Proof. By Theorem 5.1.2, Avoider can ensure that by the end of the game his graph is a forest. Obviously, this graph is 2-colourable and does not contain a $K_3$-minor, proving the statement.

Hefetz, Krivelevich, Stojaković and Szabó conjectured in [55] that the Avoider-Enforcer non-planarity, non-$k$-colourability and the $K_t$-minor games should be asymptotically monotone as $n$ tends to infinity. That is their upper and lower threshold should be of the same order, i.e. $f_{\neg F_n}^{-} = \Theta(f_{\neg F_n}^{+})$. Since in each of the three games we have lower bounds on $f_{\neg F_n}^{-}$ that are linear in $n$, Corollary 5.1.3 and Corollary 5.1.4 show that the threshold biases are at most $O(\log n)$ factor apart, thus giving additional evidence that this conjecture might be true.

Coming back to the $(1 : b)$ non-planarity Avoider-Enforcer game, it was also proved in [55] that in the strict version Enforcer can win whenever $b \leq \frac{n}{2} - o(n)$. Moreover, with a slight modification of the proof, the same result can be obtained for the monotone rules. We improve this bound as well.

Proposition 5.1.5 ([21]). For $n$ sufficiently large and $b \leq 0.59n$, Enforcer can ensure that both in the monotone and in the strict $(1 : b)$ Avoider-Enforcer game, Avoider creates a non-planar graph. Thus,

$$0.59n \leq f_{NP_n}^{\text{mon}}, f_{NP_n}^{-}.$$

It should be mentioned that for the sake of readability, we do not optimize the constants in our theorems and proofs.

The rest of this chapter is organised as follows. In Section 5.2 we prove the two main results, namely Theorem 5.1.1 and Theorem 5.1.2. In Section 5.3 we study the non-planarity Avoider-Enforcer game and prove Proposition 5.1.5. Finally, in Section 5.4 we discuss some open problems.
5.2 Forests and almost forests

Proof of Theorem 5.1.1. Let $n$ be large enough and let $b \geq 200n\log n$. In the following we shall provide Avoider with a strategy that ensures that by the end of the game Avoider’s graph is a forest plus at most one additional edge.

Let $t$ be the smallest integer with

$$n \left( \frac{t + 1}{10 \log n} \right)^t < 3.$$  \hspace{1cm} (5.1)

An easy calculation shows that $t = \Theta(\log n)$, in particular, we have for large $n$ that

$$t < \log n / 3.$$  \hspace{1cm} (5.2)

To succeed, Avoider will play according to $t$ stages in increasing order and each stage consists of several consecutive rounds where it is possible that a stage lasts zero rounds, i.e. that a stage does not occur at all. In the first $t - 1$ stages, Avoider always claims exactly one edge in each round, connecting two components of his forest such that the sum of their sizes is minimal (whenever we talk about components, we mean the components of Avoider’s forest). In the last stage, which will be shown to last at most one round, Avoider will claim an arbitrary further edge. We refer to edges, neither taken by Avoider nor by Enforcer, as unclaimed edges.

Starting with Stage 1, Avoider plays according to the following rules.

Stage $k$ (for $k \in [t - 1]$). If there exists an unclaimed edge $e$ between two components $T_1$ and $T_2$ with $|V(T_1)| + |V(T_2)| = k + 1$, Avoider claims such an edge, thus creating a component on the vertex set $V(T_1) \cup V(T_2)$. Then it is Enforcer’s turn and the round is over.

Avoider is going to play according to Stage $k$ in the next round as well. If there is no such edge $e$ to be claimed at Stage $k$, Avoider proceeds with Stage $k + 1$. (As mentioned above it might happen that there is no edge to be claimed at Stage $k$ already when Avoider enters Stage $k$. In that case, this stage lasts zero rounds, and Avoider immediately proceeds with Stage $k + 1$.)

Stage $t$. In every further round, Avoider claims exactly one arbitrary free edge.

One can easily verify that Avoider can follow the strategy. Moreover, as long as Avoider plays according to the strategy of the first $t - 1$ stages, his graph remains a forest. Thus, in order to show that the above described strategy is indeed a winning strategy, it remains to show that the last stage lasts at most one round. As a first step we aim to bound the number
of rounds a given stage lasts. Let \( n_k \) denote the number of rounds in Stage \( k - 1 \). Observe that Avoider creates components of size exactly \( k \) only in this stage. Thus, the number of such components is always bounded from above by \( n_k \).

**Claim 5.2.1.** For every \( k \leq t \),

\[
n_k \leq n \left( \frac{k}{10 \log n} \right)^{k-1}.
\]

**Proof.** The claim is obviously true for \( k = 1 \). So, let \( k > 1 \) and we proceed by induction. When Avoider enters Stage \( k - 1 \) every existing component contains at most \( k - 1 \) vertices and there are no unclaimed edges between any two components \( T_1 \) and \( T_2 \) with \(|V(T_1)| + |V(T_2)| \leq k - 1 \). In particular, every unclaimed edge is either between two components \( T_1 \) and \( T_2 \) with \(|V(T_1)| + |V(T_2)| \geq k \) or between two vertices within the same component which has size at most \( k - 1 \). The first case contributes at most \( \sum_{1 \leq i \leq j \leq k-1: i+j \geq k} ij n_i n_j \) unclaimed edges since \( n_i \) is an upper bound on the number of components of size exactly \( i \). For the second case we find an upper bound of \((k-1)n\) by the following reason: Let \( n'_i \) denote the number of components of order \( i \) immediately after the end of Stage \( k - 1 \). Then the number of unclaimed edges within components after \( k - 1 \) stages is at most \( \sum_{k}^{k} i \)

\[
\sum_{1 \leq i \leq j \leq k-1: i+j \geq k} ij n_i n_j \leq (10 \log n)^{s-2} \sum_{1 \leq i \leq j \leq k-1: i+j = s} i^i j^j \leq (10 \log n)^{s-2} \sum_{1 \leq i \leq j \leq s-1: i+j = s} i^i j^j. \quad (5.4)
\]

For \( s \leq 6 \), it is easy to check that

\[
\sum_{1 \leq i \leq j \leq s-1: i+j = s} i^i j^j < 3s^{s-1}.
\]

(5.5)

On the other hand, for \( s \geq 7 \) observe that we have for every \( 2 \leq i \leq s/2 \)

\[
\left( \frac{i}{s} \right)^i \leq \left( \frac{2}{s} \right)^2
\]

(5.6)
by an easy calculation for \( i \leq 3 \) and since
\[
\frac{i^i}{s^{i-2}} \leq \frac{i^i}{(2i)^{i-2}} \leq \frac{i^2}{2^{i-2}} \leq 4
\]
for every \( i \geq 4 \). Therefore, we also obtain for \( s \geq 7 \)
\[
\sum_{1 \leq i, j \leq s-1 \atop i+j=s} i^i j^j < s^{s-1} + \sum_{2 \leq i \leq s/2} i^i s^{s-i} = s^{s-1} \left( 1 + s \sum_{2 \leq i \leq s/2} \left( \frac{i}{s} \right)^i \right) \leq \left( \frac{s}{10 \log n} \right)^{s-1} \left( 1 + s \sum_{2 \leq i \leq s/2} \left( \frac{2}{s} \right)^2 \right) < 3s^{s-1}. \tag{5.7}
\]
Observing that
\[
\left( \frac{s}{10 \log n} \right)^{s-1} = \left( \frac{k}{10 \log n} \right)^{k-1} \prod_{i=1}^{k-1} \left( 1 + \frac{1}{k+i-1} \right) \leq \left( \frac{k}{10 \log n} \right)^{k-1} \left( \frac{2ke}{10 \log n} \right)^{s-k} \leq \left( \frac{k}{10 \log n} \right)^{k-1} 2^{k-s}, \tag{5.8}
\]
we can simplify (5.3) using \( b \geq 200n \log n \) and Equations (5.4), (5.5), and (5.7) as follows
\[
n_k \leq \frac{1}{200n \log n} \left( \sum_{s=k}^{2k-2} 30n^2 \log n \left( \frac{s}{10 \log n} \right)^{s-1} + (k-1)n \right) + 1 \leq \frac{3n}{20} \left( \frac{k}{10 \log n} \right)^{k-1} 2^{k-s} + \frac{k-1}{200 \log n} + 1 \leq 3n \left( \frac{k}{10 \log n} \right)^{k-1} + 2 \leq n \left( \frac{k}{10 \log n} \right)^{k-1}.
\]

This completes the proof of Claim 5.2.1.

Now, analogously to the calculation of the proof of Claim 5.2.1 it follows that, when Avoider enters the last stage, Stage \( t \), the number of remaining unclaimed edges is bounded by
\[
\sum_{1 \leq i, j \leq t \atop i+j \geq t+1} ij n_i n_j + tn \leq \sum_{s=t+1}^{2t} 30n^2 \log n \left( \frac{t+1}{10 \log n} \right)^t 2^{t+1-s} + tn \leq 180n \log n + tn < 200n \log n
\]
by the choice of \( t \) (\( t < \log n/3 \)) and for \( n \) sufficiently large. Thus, this last stage lasts at most one round.
Now we turn to the case of the strict rules, when Enforcer has to claim exactly \( b \) edges during each round (except possibly for the last one).

**Proof of Theorem 5.1.2.** We will show below that for large enough \( n \), there exists \( b \) with 
\[
200 n \log n \leq b \leq 201 n \log n
\]
and the remainder of \( \binom{n}{2} \) divided by \( b + 1 \) is at least \( n \log n \).

Before proving this claim let us explain how the theorem follows then. Let \( b \) be given as above. Avoider now plays according to the same strategy as given in the proof of Theorem 5.1.1 until he reaches Stage \( t \), where again \( t \) is the smallest integer with 
\[
n \left( \frac{t+1}{10 \log n} \right)^t < 3.
\]
At this point, Avoider’s graph is still a forest, the components of which are all of size at most \( t \). Analogously to the proof of Theorem 5.1.1, there can be at most \( t n < n \ln n / 3 \) unclaimed edges within components. However, since the remainder of the division \( \binom{n}{2} / (b + 1) \) is at least \( n \log n \), there exist unclaimed edges connecting two different components when Avoider enters Stage \( t \) (provided \( n \) is large enough). Now, Avoider just claims one such edge arbitrarily. His graph remains a forest and afterwards, Enforcer must take all remaining edges. Observe that in the case when Avoider is the second player, he does not even claim an edge in the last round.

So, it only remains to prove the above mentioned claim. Let \( b_1 = \lceil 200.5 n \log n \rceil \). Moreover, let 
\[
\binom{n}{2} = q_1 (b_1 + 1) + r_1 \quad \text{with} \quad 0 \leq r_1 \leq b_1 \quad \text{and} \quad q_1 \sim \frac{n}{401 \log n}.
\]
If \( r_1 > n \ln n \), we are done by setting \( b = b_1 \). Otherwise, let \( b = b_1 - \lceil 402 \log^2 n \rceil \). Then 
\[
\binom{n}{2} = q_1 (b + 1) + (r_1 + q_1 \lceil 402 \log^2 n \rceil).
\]
Moreover, for large enough \( n \), we obtain \( r_1 + q_1 \lceil 402 \log^2 n \rceil < b \), and therefore the remainder of the division \( \binom{n}{2} \) by \( b + 1 \) is at least \( r_1 + q_1 \lceil 402 \log^2 n \rceil > n \log n \), while \( 200 n \log n \leq b \leq 201 n \log n \).

\[ \square \]

### 5.3 Lower bound in the non-planarity game

Before obtaining a lower bound for the non-planarity Avoider-Enforcer game in Proposition 5.1.5, we analyze another strict game where two players, the first player (denoted by FP) and the second player (denoted by SP), claim exactly 1 and \( b \) edges, respectively.

**Proposition 5.3.1.** Let \( c = 1/1000 \). For \( n \) sufficiently large and every \( 0.49 n \leq b \leq 0.59 n \) the second player in a strict \( (1 : b) \) game on \( E(K_n) \) can isolate at least 
\[
n - (1 - c) \frac{n^2}{2b} \quad \text{vertices},
\]
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i.e. claim all edges that are incident to these vertices.

Proof. Case 1. (0.49n ≤ b ≤ 0.55n.) As long as there are at least 4 vertices not isolated by the second player (SP) and not touched by the first player (FP), SP can isolate a vertex in every fourth round. Indeed, assume SP isolated a vertex in the previous round and now wants to isolate one vertex within the next 4 rounds. He fixes 4 vertices \(v_1, v_2, v_3, v_4\) that are neither isolated by him nor touched by FP. In every first round, SP claims all edges between these 4 vertices and at each \(v_i\) he additionally claims \(\lfloor (b - 6)/4 \rfloor\) arbitrary incident edges.

Now, it is FP’s turn. He can touch at most one of these four vertices since all edges between them are already claimed by SP. Without loss of generality, \(v_1, v_2, v_3\) are still untouched by FP. Now in the second round SP claims at each of these three vertices \(\lfloor b/3 \rfloor\) arbitrary incident edges. Again, FP can touch at most one of these three vertices in his turn. Without loss of generality, \(v_1\) and \(v_2\) are still untouched by FP after that. In the third round, SP claims at each of these two vertices \(\lfloor b/2 \rfloor\) arbitrary incident edges. After FP’s next turn, w.l.o.g. \(v_1\) is still untouched by FP. Now, SP simply claims all remaining incident edges at \(v_1\), which is possible since \(3 + [(b - 6)/4] + [b/3] + [b/2] + b > n\), for large \(n\). Note that while SP isolates one vertex, FP can touch at most 8 other vertices. It follows that the number of vertices that SP isolates in total is at least \(\lfloor n/9 \rfloor \geq n - (1 - c)^2/25\).

Case 2. (0.55n ≤ b ≤ 0.58n.) Analogously to Case 1, SP can isolate a vertex in every third round as long as there are at least 3 vertices not touched by FP. This time, SP starts by only fixing three vertices \(v_1, v_2, v_3\) and isolates then one of them within three rounds, which is possible since \(2 + [(b - 3)/3] + [b/2] + b > n\), for large \(n\). It follows then that SP isolates at least \(\lfloor n/7 \rfloor \geq n - (1 - c)^2/25\) vertices in total.

Case 3. (0.58n ≤ b ≤ 0.59n.) Analogously to Case 2, SP can isolate a vertex in every third round as long as there are at least 3 vertices not touched by FP. In a first phase, SP follows the above described strategy and he isolates \(n - 1.5b\) vertices, which happens in at most \(3n - 4.5b\) rounds. During this phase, FP can touch at most \(6n - 9b\) vertices. Afterwards, for every vertex that is neither isolated by SP nor touched by FP, SP only needs to claim at most \(1.5b\) further incident edges in order to isolate it. But then, analogously to the previous cases, SP can isolate one vertex in every second round, since \(1 + [(b - 1)/2] + b \geq 1.5b\). Thus, in the second phase after at most \(3n - 4.5b\) rounds, SP isolates a vertex in every second round as long as possible. Since at the beginning of the second phase at least \(n - (n - 1.5b) - (6n - 9b) = 10.5b - 6n\) vertices were neither isolated by SP nor touched by FP, SP can isolate at least \((10.5b - 6n)/5\) further vertices. In total SP will isolate at least \((n - 1.5b) + (10.5b - 6n)/5 \geq n - (1 - c)^2/25\) vertices. □
Lemma 5.3.2. For $n$ sufficiently large and $b \leq 0.59n$ Enforcer can ensure that in the strict $(1:b)$ game on $E(K_n)$ Avoider creates a non-planar graph. Thus,

$$0.59n \leq f^{-1}_{NP_n}.$$

Proof. Since the statement is already proved for $b \leq 0.49n$ in [55], we may assume from now on that $0.49n \leq b$. The following proof will be a slight modification of the one given in [55]. Let $c = 1/1000$ be as in Proposition 5.3.1 and choose an integer $k \geq 3$ such that

$$\frac{k}{k-2} \left(1 - \frac{c}{2}\right) < 1. \quad (5.9)$$

Enforcer’s strategy consists of two goals: First of all, he wants to prevent Avoider from creating cycles of length at most $k$. Secondly, he wants to isolate a large number of vertices to ensure that Avoider’s graph lives on a small vertex set. For this he splits his bias $b = b_1 + b_2$ ($b_1$ and $b_2$ will be chosen later) and uses $b_1$ for his first goal, and $b_2$ for the second goal.

**Preventing cycles.** It follows from the work of Bednarska and Luczak [10] (see also the proof of Theorem 2.3 in [55]), that for every $3 \leq i \leq k$ there is a constant $c_i$ such that, for sufficiently large $n$, Enforcer can prevent Avoider from claiming a cycle of length $i$ if Enforcer is allowed to claim at least $c_i n^\frac{k-2}{i-1}$ edges. Let $C = \max\{c_i : 3 \leq i \leq k\}$. Then, simultaneously playing according to the different strategies for preventing cycles of length $3 \leq i \leq k$, Enforcer can ensure that Avoider’s graph has girth larger than $k$ if he claims at least

$$\sum_{i=3}^{k} c_i n^\frac{k-2}{i-1} \leq Ckn^{\frac{k-2}{k}} =: b_1$$

edges per round. Observe that $b_1 = o(b)$.

**Isolating vertices.** Let $b_2 = b - b_1 = b(1 - o(1))$. In each round Enforcer uses $b_2$ edges to play according to the strategy given in the proof of Proposition 5.3.1. Therefore, he isolates at least $n - (1 - c) \frac{n^2}{2b_2} \geq n - (1 - c) \frac{n^2}{2b}$ vertices.

Now, let Enforcer split his bias $b = b_1 + b_2$, and thus play so as to prevent cycles of length at most $k$, while at the same time to isolate at least $n - \left(1 - \frac{c}{2}\right) \frac{n^2}{2b}$ vertices. Notice that it does not hurt Enforcer if the combination of the above strategies leads to claiming the same edge more than once - Enforcer can claim an arbitrary edge instead since this does not destroy the properties of the graph he is about to create. Let $A$ be Avoider’s graph at the end of the game. We know that $|V(A)| \leq \left(1 - \frac{c}{2}\right) \frac{n^2}{2b}$ and girth $(A) > k$. If $A$ was planar, then, by a standard application of Euler’s formula, we would have

$$|E(A)| < \frac{k}{k-2} \left(|V(A)| - 2\right) < \frac{k}{k-2} \left(1 - \frac{c}{2}\right) \frac{n^2}{2b}.$$
However, by the number of rounds the game lasts, we have

\[ |E(A)| \geq \left\lfloor \frac{n^2}{b+1} \right\rfloor > \frac{k}{k-2} \left( 1 - \frac{c}{2} \right) \frac{n^2}{2b}, \]

using (5.9), for \( n \) sufficiently large. Thus, Avoider’s graph is non-planar and Enforcer wins. \( \square \)

**Lemma 5.3.3.** For \( n \) sufficiently large and \( b \leq 0.59n \) Enforcer can ensure that Avoider creates a non-planar graph in the monotone \((1:b)\) game on \( E(K_n) \). Thus,

\[ 0.59n \leq f_{NP}^{mon}. \]

**Proof.** Let \( A \) be Avoider’s graph throughout the game, and let \( A^* \subseteq A \) be a subgraph consisting of exactly one edge from every round played so far. Enforcer claims in every round exactly \( b' := \max\{0.49n, b\} \) edges according to the strategy given in the proof of the previous lemma, assuming \( A^* \) to be Avoider’s graph. If this strategy asks Enforcer to claim an edge from \( A \setminus A^* \), he will claim another arbitrary edge instead. We distinguish two cases.

**Case 1.** \( |E(A)| > 3n \). Then, by Euler’s formula, Avoider’s graph is non-planar and Enforcer wins.

**Case 2.** \( |E(A)| \leq 3n \). Then the number of rounds the game lasts is at least \( \frac{n(n-3)}{b'} = \frac{n^2}{2b'}(1-o(1)) \), which also gives

\[ |E(A^*)| \geq \frac{n^2}{2b'}(1-o(1)). \]

By the above described strategy we get again, similar to the proof of Lemma 5.3.2, \( |V(A^*)| \leq \left( 1 - \frac{c}{2} \right) \frac{n^2}{2b'} \) as well as \( \text{girth}(A^*) > k \), ensuring that \( A^* \) cannot be planar provided that \( n \) is large enough. \( \square \)

**Proof of Proposition 5.1.5.** This proposition follows directly from Lemma 5.3.2 and Lemma 5.3.3. \( \square \)

### 5.4 Concluding remarks

For each of the games considered for Corollary 5.1.3, we have shown that the lower and upper threshold bias differ at most by a factor of \( \ln n \). However, we believe that this factor can be replaced by some constant. We wonder whether this can already be done for the strategy we analyzed in the proof of Theorem 5.1.1, where we have shown that Avoider can keep his graph almost acyclic.
**Question 5.4.1 ([21]).** Is there a constant $C > 0$ such that the following holds: For $n$ sufficiently large and $b \geq Cn$, Avoider has a strategy that creates at most one cycle in the monotone/strict $(1 : b)$ game?

In case the question above can be answered positively, the following conjecture by Hefetz, Krivelevich, Stojaković and Szabó [55, Conjecture 5.2] would follow immediately.

**Conjecture 5.4.2.** The Avoider-Enforcer non-planarity, non-$k$-colourability and $K_t$-minor games are asymptotically monotone for every $k \geq 3$ and $t \geq 4$.

Our result on the lower threshold bias for the non-planarity game is obtained by splitting Enforcer’s strategy into two parts. The first part, based on the strategy from [55], is to prevent small cycles in Avoider’s graph. The second part is to isolate a large number of vertices. So, our improvement was obtained by studying a positional game in which one player has the goal to isolate as many vertices as possible. This game itself seems to be of interest.

**Question 5.4.3 ([21]).** Let $b \in \mathbb{N}$. What is the largest number of vertices that the second player can isolate in a $(1 : b)$ game on $E(K_n)$ under the strict rules?
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