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Zusammenfassung

Abstract

As the hippocampal output structure, the subiculum’s purpose is to integrate and distribute mnemonic and spatial information to various cortical and subcortical brain regions. The subiculum is also involved in the pathophysiology of neurological conditions such as epilepsy and schizophrenia. Network oscillations in the gamma (30-100 Hz) frequency range as well as sharp wave ripple oscillations (100-250 Hz) are most prominent within the hippocampal formation. Both rhythms appear to be functionally connected and are involved in memory storage and retrieval. Within the subiculum, there are two types of principal cells (PC) that can be discriminated based on their firing properties following a depolarizing current injection: intrinsically bursting (IB) and regular spiking (RS) neurons. So far, it remains uninvestigated how these two distinct subicular PC classes participate in oscillatory network activity. Using an *in vitro* model that allows the investigation of sharp wave and gamma frequency oscillations in the subiculum, simultaneous local field potential and sharp microelectrode recordings were made in 400 μm thick murine hippocampal slices. The intrinsic and synaptic properties of subicular PCs as well as their functional involvement in the two major oscillatory rhythms were investigated. Biocytin was used for the morphological identification of recorded neurons. Morphologically, the electrically identified neurons display the typical shape of pyramidal cells. Interestingly, one pair of IB, but not RS cells, shows dye coupling which has been suggested to be the morphological correlate of electric synapses. The results reveal furthermore, that in addition to the electrophysiological dichotomy and distinct firing properties of the subicular PC classes, there exists a strict functional segregation of the active, participating IB cells and mostly silent RS cells during both network states. The silent RS PCs appear to require a higher network activation than IB PCs in order to participate in the oscillatory activity. When depolarized above threshold, they show a cell-type specific and independent firing pattern in correlation to the local field. This suggests a bimodal working model within the subiculum dependent on the level of network excitation. Additionally, the subicular IB and RS cells reveal divergent synaptic properties in the active network which suggest distinct synaptic connectivity and possibly input structures. These results altogether indicate a functional cell-type-specific segregation of subicular PCs representing two independent and parallel streams of information processing within the subiculum resulting in two distinct processing channels within the hippocampal formation.
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1. Introduction

1.1 The Subiculum

The hippocampus has been subject to intensive neurophysiological research for the past decades. This can be attributed to its functional relations with higher brain functions such as memory formation and learning as well as to its relatively plain three-layered histological structure (Andersen 2007; Lynch and Schubert 1980; Naber et al. 2000; O’Mara et al. 2001; Scoville and Milner 1957). The hippocampal formation consists of the dentate gyrus (DG), the hippocampus proper with the cornu ammonis 3 (CA 3), CA2, and CA1 areas, the entorhinal cortex (EC), and the subiculum (Figure 1). The subiculum is its major output structure and acts as the final relay in the polysynaptic loop between the EC and the hippocampal areas (Swanson and Cowan 1975). With its strategic position, its purpose is to integrate and distribute processed mnemonic and spatial information to a series of cortical and subcortical brain regions (Finch et al. 1983; O’Mara et al. 2001).

In 1983, Finch et al. showed in a morphological study that the axons of subicular principal cells (PCs) reach beyond the border of the subiculum classifying them as projection neurons. The first electrophysiological studies were performed in vivo by Ranck in 1973 and Finch and colleagues in 1988. Subsequent in vitro studies segregated the glutamatergic PCs into intrinsically bursting (IB) and regular spiking (RS) cells based on the firing behavior (Mason 1993; Mattia et al. 1993; Stewart and Wong 1993; Taube 1993). Functionally, the two types of subicular PC, IB and RS cells, appear to be ‘place cells’ and are involved in spatial navigation similar to the PCs of the hippocampal CA1 area (Graves et al. 2012; Sharp and Green 1994).

1.1.1 Subicular Morphology

Anatomically, the subiculum borders the CA1 region of the hippocampus at one end and the presubiculum (PrS) at the other (Figure 1). As part of the phylogenetically old allocortex, the subiculum consists of three cell layers (Andersen 2007; O’Mara et al. 2001). The stratum (str.) moleculare is the most superficial one. It is continuous with strata lacunosum-moleculare and radiatum of the hippocampal CA1 field. Adjacent to this relatively cell free layer lies the subicular principal cell layer containing the somas of the IB and RS cells. The CA1/subiculum border is marked by a widening of the tightly packed str. pyramidale of the CA1 region to a more diffuse pyramidal cell layer of the subiculum (Figure 1). Finally, there is the polymorphic layer. Below the polymorphic layer lies the alveus. It contains hippocampal axons as well as projections from the adjacent para-hippocampal regions. A change of laminar architecture marks the border to the PrS (Witter et al.
Adding a superficial layer, the three-layered allocortex of the hippocampal formation is replaced by the four-layered construction of the perisubicular cortex.

Figure 1. The hippocampal formation and the adjacent parahippocampal region.

The photomicrograph of Thionin-stained horizontal section of a rodent hippocampus adapted from Amaral and Witter (1989) demonstrates the various components of the hippocampal formation (dentate gyrus, DG; CA3 and CA1 area of the hippocampus; subiculum, S; entorhinal cortex, EC) and adjacent parahippocampal cortices (presubiculum, PrS; parasubiculum, PaS). The border of the hippocampal CA1 region to the subiculum is marked by the widening of the str. pyramidale. A change of laminar organization occurs at the border of the subiculum to the PrS and PaS when an additional superficial layer is added.
1.1.2 Subicular Connections

The hippocampal formation is one of only a few brain regions that receives multimodal sensory information from a variety of neocortical areas (Naber et al. 2000; O'Mara et al. 2001). As the hippocampus’s main gateway, the subiculum holds a key position by filtering or amplifying the passing information which results in an input-specific modulation of hippocampal output. The most prominent glutamatergic input to the subiculum arises from the EC and the hippocampal CA1 region (Andersen et al. 1973; Behr et al. 1998; Finch and Babb 1980; Stewart 1997; Swanson and Cowan 1977; Swanson et al. 1978; Taube 1993; Witter et al. 1989). The entorhinal projections, the perforant path, pass through the subiculum on their way to the DG with some of the traversing fibers terminating within the subiculum (Witter and Amaral 1991). The projection originates mainly from entorhinal layer III cells forming excitatory synapses on the distal part of the apical dendrites within the molecular layer of the subiculum (Behr et al. 1998; Dugladze et al. 2001; Steward and Scoville 1976; Witter and Amaral 1991). Thus, the EC constitutes both a significant input structure as well as a modulator of hippocampal output. The axons of CA1 projection neurons ramify intensively within the subicular pyramidal cell layer, forming a columnar arborization and terminating on the basal dendrites and the proximal part of the apical dendrites (Amaral et al. 1991; Tamamaki et al. 1987; Tamamaki and Nojyo 1990). The excitatory projection is arranged in a topographical manner: proximal CA1 PCs, located closest to the CA2 border, project to the distal subiculum, which is closest to the border to the PrS (Amaral et al. 1991). Distal CA1 cells, located adjacent to the subiculum, give rise to axons that terminate in the proximal subiculum just across the CA1-subiculum border (Figure 2).

The subiculum projects to numerous cortical and subcortical brain regions, some of which are the entorhinal, perirhinal, and postrhinal cortices, the retrosplenial, infralimbic, and prelimbic cortices, and the septal nuclei, the nucleus accumbens, the ventral striatum, the amygdale, and several thalamic and hypothalamic nuclei (Andersen 2007; Naber and Witter 1998; O'Mara et al. 2001; Witter et al. 1989; Witter et al. 2000). Furthermore, the subiculum projects back to the hippocampal CA1 region (Finch et al. 1983; Harris and Stewart 2001b; Knopp et al. 2005; Köhler 1985). The subicular output, corresponding to its input, is organized in a topographical manner (O'Reilly et al. 2013): The distal subiculum projects to the medial entorhinal cortex (MEC), whereas the proximal portion of the subiculum targets the lateral entorhinal cortex (LEC).
1.2 Subicular Principal Cells

1.2.1 Cellular Morphology

The comparably large subicular PCs have so far received less attention than the PCs of the neighboring CA1 and CA3 areas. Most authors agree that IB cells outnumber the RS neurons within the subiculum (Knopp et al. 2005; Mason 1993; Stewart and Wong 1993; Taube 1993; Wu et al. 2006). IB as well as RS cells show the typical shape of pyramidal neurons (Graves et al. 2012; Greene and Totterdell 1997; Taube 1993). The triangular shaped soma gives rise to long apical dendrites that extend into the molecular layer with some of the branches reaching the hippocampal fissure (Greene and Totterdell 1997; Harris et al. 2001; Taube 1993). The shorter basal dendrites spread within the deeper portions of the str. pyramidale (Taube 1993). Both apical and basal dendrites have spines (Greene and Totterdell 1997; Harris et al. 2001). The axon leaves the subiculum via the alveus traveling towards the EC, the PrS, and the hippocampal CA1 area (Finch et al. 1983; Harris et al. 2001; Ranck 1973). Both cell types display extensive axonal collateralization within the cellular layer (Harris et al. 2001). In terms of morphological discrimination, some authors claim that there are no obvious morphological differences between the two types of subicular PCs (Greene and Totterdell 1997; Knopp et al. 2005; Menendez de la Prida and Gal 2004; Staff et al.)
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However, IB neurons were found to display a longer unbranched apical dendrite than RS cells (Graves et al. 2012; Greene and Totterdell 1997). This could be attributed to the distinct localization of the cell body within the str. pyramidale (Harris et al. 2001). RS cells, on the other hand, display more extensive basal dendrites (Graves et al. 2012).

There is a variable number of small, gamma-aminobutyric acid (GABA)-ergic nonpyramidal neurons with diversely shaped cell bodies located mainly in the str. radiatum (Greene and Totterdell 1997; Soriano et al. 1993). Regarding their morphology as well as their connectivity, the subicular interneurons remain poorly studied. It has been suggested that the majority of subicular interneurons show fast-spiking activity (Fidzinski et al. 2011; Menendez de la Prida 2006; Menendez de la Prida et al. 2003).

The phenomena of dye coupling has been observed within the subiculum (Finch et al. 1988; Harris et al. 2001). Interestingly, it has been noted exclusively in electrophysiologically identified IB cells. Dye coupling has been associated with the electrophysiological correlate of electrical synapses between single cells (Baimbridge et al. 1991; Schmitz et al. 2001).

1.2.2 Location within the Cell Layer

The two classes of subicular PCs differ with regard to their location within the subicular cell layer. RS PCs are found more frequently at the CA1-subicular border whereas the percentage of IB neurons increases along the proximo-distal axis with their highest density at the distal end of the subiculum (Jarsky et al. 2008; Staff et al. 2000). RS cells are encountered more often in the superficial part of the subicular cell layer, which is nearest to the hippocampal fissure. IB PCs are more common in the deep cell layer furthest from the hippocampal fissure (Greene and Mason 1996; Greene and Totterdell 1997; Harris et al. 2001; Mason 1993). However, the distribution is not exclusive and the cell types overlap. Interestingly, the electrophysiological properties of subicular RS cells recorded in the superficial layer were found to be very similar to the ones recorded deeper within the subiculum (Greene and Mason 1996). Furthermore, the local distribution of axon collateralization differs between subicular PC types (Harris et al. 2001). Deep cells, mostly IB neurons, display a columnar organization of axonal arborization, with their axons ascending and circumscribing their own apical dendrites. More superficial cells, most often RS PCs, give rise to axonal collaterals with a more widespread range along the transverse axis, resulting in a laminar arrangement (Harris et al. 2001). In this way, RS neurons can integrate cellular activity across multiple columns and along the transverse subicular axis. It has been observed that the dendritic
as well as axonal pattern correlate better with the position of the cell body than with the electrophysiological properties of a cell group (Harris et al. 2001). The distinct arrangement of the two types of subicular PCs appears to provide optimal circumstances for different connectivity and parallel information processing channels (Greene and Totterdell 1997; Harris et al. 2001).

1.2.3 Cellular Connectivity

The subicular position within the polysynaptic hippocampal information loop as well as the electrophysiological dichotomy of subicular PCs suggests a complex functional processing system within the subiculum.

So far, there has been no indication that the afferences of IB and RS PCs differ from each other (Norimoto et al. 2013; Stewart 1997; Taube 1993). It has rather been demonstrated that the inputs from the LEC and the hippocampal CA1 region converge onto single subicular PCs in vivo (Gigg et al. 2000) and in vitro (Norimoto et al. 2013). Subicular interneurons, on the other hand, have been demonstrated to receive excitatory input from the hippocampal CA1 area but not the EC (Gigg et al. 2000). Given the arrangement of subicular PCs along the superficial-deep and proximo-distal axis of the subiculum, the two distinct subicular PC classes might receive input from different cell groups of the CA1 area and the EC (Amaral et al. 1991; Greene and Totterdell 1997). The distribution of dendrites and axons within the subicular pyramidal cell layer adds to the segregation of inputs reaching different subicular subfields or even cell classes (Harris et al. 2001).

In contrast to the input, the two subicular PC classes were found to differ with regard to their target areas, IB PCs project to the PrS but not to the EC, whereas RS neurons project to the MEC but not the PrS (Naber and Witter 1998; Stewart 1997). The subicular efferent connections were further found to be subdivided into four areas along the dorso-ventral and proximo-distal axis with distinct target regions (Figure 3). Cells within these areas send their axons exclusively to one specific region of the many possible destinations and it has been demonstrated that one single subicular cell projects to only one extrahippocampal target (Naber and Witter 1998; Witter et al. 1989). The output connections of subicular PCs were found to be organized in a laminar fashion, resulting in a sublamination of the str. pyramidale. Interestingly, the target region was associated with a specific size of cell body (Ishizuka 2001; Naber and Witter 1998). Regarding the separate output, IB and RS PCs are likely to serve distinct tasks of information processing within the subiculum (Greene and Totterdell 1997; Staff et al. 2000).
There exists very limited information concerning the local connectivity of IB and RS PCs and interneurons among each other. There has been morphological (Harris et al. 2001) and electrophysiological (Harris and Stewart 2001a) evidence of synaptic contacts between subicular PCs within the subiculum. On both subicular PC classes, autapse-like contacts have been observed, indicating a high intrinsic connectivity (Knopp et al. 2005). The generation and spread of epileptic activity within the isolated subiculum supports this theory (Behr et al. 1996). On the other hand, some authors have argued that the different firing pattern of the two subicular PCs indicate a lack of connectivity between subicular IB and RS cells (Sharp and Green 1994; Stewart and Wong 1993). In contrast to the divergent opinions regarding PCs, subicular interneurons are suggested to be strongly interconnected, forming a local inhibitory network (Gigg et al. 2000; Menendez de la Prida 2006).
1.2.4 Electrophysiological Properties

To date, there exists considerable disagreement regarding the distinct electrophysiological properties of the two types of subicular PCs (O’Mara et al. 2001).

1.2.4.1 Firing Behavior

The subicular IB and RS cells differ with regard to their electrophysiological response to an intrasomatic depolarizing current injection. At threshold, IB cells fire an action potential (AP) burst which consists of a small number of APs riding on top of a slow depolarizing potential followed by a hyperpolarizing afterpotential (Behr et al. 1996; Greene and Mason 1996; Mason 1993; Mattia et al. 1997a; Staff et al. 2000; Stewart 1997; Taube 1993). The APs vary in number and reach frequencies >200 Hz depending only slightly on the strength of the applied current injection (Mattia et al. 1997a; Staff et al. 2000). The interspike interval (ISI) within a burst averages around 5 ms (Gigg et al. 2000; Mattia et al. 1997a; Staff et al. 2000; Stewart 1997; Wu et al. 2006). During a burst, a progressive increase in AP duration and a reduction in amplitude with an elevation of firing threshold is evident, so that the bursting behavior is self-limiting (Staff et al. 2000; Stewart 1997). If the depolarization is maintained, single APs follow the initial burst for the remainder of the stimulus with a frequency proportional to the strength of the current pulse (Behr et al. 1996; Greene and Mason 1996; Mason 1993; Mattia et al. 1997a; Stewart and Wong 1993). The train of APs does not display distinct accommodation behavior (Behr et al. 1996; Kim and Spruston 2012; Mattia et al. 1997a). Single APs show a prominent afterdepolarization (ADP) which decreases with membrane depolarization (Stewart and Wong 1993; Taube 1993). A further depolarization of membrane potential leads to a change of spiking mode resulting in the termination of burst firing and the induction of a tonic firing mode mediated by a prolonged inactivation of sodium ion (Na\(^+\)) channels (Cooper et al. 2005; Mason 1993; Mattia et al. 1993; Mattia et al. 1997b; Stewart and Wong 1993). The IB cell was found to be the most robustly bursting cell type in the hippocampal formation with a stereotypical bursting pattern. Various subtypes of voltage-activated Ca\(^{2+}\) channels near the soma appear to be involved in the generation of burst firing (Jung et al. 2001). The calcium ion (Ca\(^{2+}\)) tail current is activated by the preceding AP and induces an ADP that triggers consecutive APs when reaching threshold. A balance between inward Na\(^+\) currents, which activate the Ca\(^{2+}\) conductance, and outward potassium ion (K\(^+\)) currents, which terminate the bursting, is essential for burst generation (Jung et al. 2001). Functionally, bursting has been attributed to an amplification and strengthening of information transfer by increasing the probability of synaptic transmitter release and, in this way, inducing long-term potentiation and long-term depression.
when propagating into the dendrites (Hablitz and Johnston 1981; Lisman 1997; Miles and Wong 1986). The burst answer at the beginning of the signal indicates the arrival of new information activating the receiving cellular structures, whereas the following tonic AP firing serves to preserve the unregulated network state (Cooper et al. 2005).

Subicular RS neurons do not burst but fire a train of single APs when depolarized above threshold (Greene and Totterdell 1997; Mason 1993; Stewart 1997; Stewart and Wong 1993; Taube 1993). The frequency of AP discharge depends on the strength of the applied pulse reaching ISIs similar to those recorded during burst firing in IB cells (Stewart 1997; Stewart and Wong 1993). RS neurons cannot be converted into burst firing neurons by a change of membrane potential. Instead, the increase of depolarizing power leads to a higher frequency of AP firing (Stewart and Wong 1993; Taube 1993). RS PCs show an adaptation of spiking behavior over the course of a stimulus (Behr et al. 1996; Wu et al. 2006).

1.2.4.2 Action Potentials

Comparing the properties of single APs, IB cells were found to display a more hyperpolarized AP threshold, a higher amplitude, and a longer AP duration compared to RS cells (Kim and Spruston 2012). Furthermore, the spike rise times have been observed to differ significantly (Kim and Spruston 2012). However, other authors did not observe these differences (Behr et al. 1996; Staff et al. 2000; Taube 1993).

1.2.4.3 Intrinsic Membrane Properties

There remains much controversy regarding the membrane properties of the two classes of subicular PCs. Some authors agree that with respect to membrane features and cable properties, IB and RS neurons constitute a homogenous cell group (Traub1993, Staff 2000), whereas others argue that subicular IB cells displayed a more negative resting membrane potential (RMP) (Behr et al. 1996; Greene and Mason 1996; Kim and Spruston 2012), a lower input resistance ($R_{in}$) (Greene and Mason 1996; Greene and Totterdell 1997; Kim and Spruston 2012; Menendez de la Prida et al. 2003; Panuccio et al. 2012), and a shorter time constant ($\tau$) (Greene and Mason 1996; Mason 1993; Stewart and Wong 1993) compared to RS cells. A recent study performed by Panuccio and colleagues in 2012, on the other hand, came to the conclusion that the $\tau$ of IB PCs is not shorter but significantly longer compared to RS cells. Given the lack of unity, a discrimination based on passive membrane properties seems unreliable.
1.2.4.4 Active Membrane Properties

In contrast to the passive membrane properties, there exists more unity concerning the active membrane features of subicular PCs. IB cells display a significantly greater sag potential compared to RS cells, which is mediated by a hyperpolarization-activated cation conductance ($I_h$) (Greene and Mason 1996; Greene and Totterdell 1997; Kim and Spruston 2012; Mason 1993; Stewart and Wong 1993; Taube 1993; van Welie et al. 2006). A hyperpolarizing current injection causes a shift of membrane potential towards a more hyperpolarized potential followed by a rebound depolarization mediated by Na$^+$ and K$^+$ conduction through the $I_h$ channel (Pape 1996; Robinson and Siegelbaum 2003). Upon the termination of a hyperpolarizing pulse, IB cells respond with a depolarization of membrane potential caused by Na$^+$ influx, namely anodal break potential, which can induce burst firing at depolarized membrane potentials that would otherwise prevent bursting (Stanford et al. 1998; Stewart and Wong 1993; van Welie et al. 2006). The anodal break potential is more prominent in IB than in RS cells (van Welie et al. 2006). There is no difference of voltage-dependency and kinetic properties of $I_h$ in the two types of subicular PCs suggesting a similar composition of subunits (van Welie et al. 2006).

1.2.5 Neurochemical Discrimination

A neurochemical discrimination of subicular PCs can be observed due to their distinct reactions to the application of chemical agents. In IB cells, the application of the neurotransmitter somatostatin leads to a greater hyperpolarization of membrane potential and reduction of $R_{in}$ than in RS cells (Greene and Mason 1996). Furthermore, it has a greater influence on GABAergic inhibition in IB compared to RS PCs. Neurons that are immunoreactive for somatostatin are located within the ventral subiculum projecting to the nucleus accumbens (Aylward and Totterdell 1993), suggesting that IB but not RS neurons are involved in the subiculum-nucleus accumbens pathway. A loss of activity in this pathway has been associated with some symptoms of schizophrenia (Gray et al. 1991). In addition, synaptic transmission in the subiculum is influenced in a cell-specific manner. The glutamatergic transmission at CA1-subicular synapses is depressed by group II metabotropic glutamate receptors (Kintscher et al. 2012). The reduction of excitatory currents is higher in IB than in RS cells. In contrast to this, the nicotinamide adenine dinucleotide phosphate (NADPH)-diaphorase activity and the neuronal isoform of nitric oxide synthase has been discovered exclusively in RS but not IB PCs (Greene et al. 1997). Nitric oxide is involved in the induction of long-term potentiation acting as an intracellular messenger (Garthwaite et al. 1988) and is involved in the protection from toxic cell damage as well as apoptosis (Behrens et al. 1996).
1.3 Network Oscillations

Rhythmic synaptic activity of neuronal assemblies leads to a fluctuation of network potential which can be measured in an electroencephalogram (EEG) or extracellularly as local field potential (LFP) (Buzsáki and Draguhn 2004). Neuronal rhythmic activity has been categorized into frequency bands and distinct frequencies have been associated with specific behavior and became the subject of extensive research (Buzsáki and Draguhn 2004). An insight into the complex neuronal structure of the brain is aspired by exploring the cellular structures underlying the behavior-specific oscillatory pattern. Cellular synchrony plays an essential role in the generation of network oscillations and serves to coordinate and create associations among distant cellular groups (Singer 1993). The exact timing of neuronal discharge is crucial for the process of information coding and binding (O’Keefe and Recce 1993). The hippocampal formation is capable of generating rhythmic cellular activity in various frequency bands (Buzsáki et al. 2003; Klausberger and Somogyi 2008). Network oscillations in the theta (5-10 Hz) and gamma (30-100 Hz) frequency ranges and high frequency oscillations associated with slower potential fluctuations, so called SWR oscillations, are the most prominent. Recent research indicates a functional connection between the two major network states of gamma and SWR oscillations (Zylla et al. 2013). Gamma oscillations promote activity-dependent plasticity in neuronal assemblies, whereas the SWR rhythm acts to stabilize preformed neuronal groups. There exists very little information regarding the involvement of the subicular IB and RS PCs in the generation of network oscillations within the subiculum.

1.3.1 Sharp Wave Ripple Oscillations

SWR oscillations are composed of high frequency oscillations (200 Hz) superimposed on slower sharp waves (Buzsáki et al. 1992). This form of oscillatory activity has received a variety of different names, some of which are spontaneous population rhythmic activity (Wu et al. 2006), population bursts (Ellender et al. 2010) and SWR (Buzsáki et al. 1992; Kubota et al. 2003; Maier et al. 2002; Maier et al. 2003; Wu et al. 2002). Within the intact brain, sharp waves are present during slow-wave sleep and awake immobility (Buzsáki 1986; Buzsáki et al. 1992). Functionally slow waves have been associated with memory consolidation regulating synaptic plasticity (Axmacher et al. 2008; Buzsáki 1998; Colgin et al. 2004) and facilitating the transfer of memory traces to extrahippocampal regions for long-term storage (Buzsáki 1989; Sadowski et al. 2011). Within the hippocampal formation, SWR oscillations exist in vitro independent of pharmacological or electrical stimulation (Maier et al. 2003; Wu et al. 2005a; Wu et al. 2006).
Introduction

1.3.1.1 Generation of Sharp Wave Ripple Oscillations

The most extensive research concerning the generation of SWR oscillations has been performed in the hippocampal CA1 area under both *in vitro* (Bähner et al. 2011; Maier et al. 2003; Wu et al. 2002) and *in vivo* experimental conditions (Buzsáki 1986; Buzsáki et al. 1992; Csicsvari et al. 1999; Maier et al. 2011; Ylinen et al. 1995) and across several rodent species (Wu et al. 2002). On a cellular level, the generation of SWR oscillations depends on the balance of excitatory synaptic transmission mediated by glutamatergic α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) receptors and a GABA_A receptor-mediated inhibition (Draguhn et al. 1998; Ellender et al. 2010; Maier et al. 2003; Wu et al. 2002). Sharp waves are blocked by serotonergic as well as cholinergic activation, thus sharp waves are present in the hippocampus when this input is reduced (Buzsáki 1986; Buzsáki et al. 1989; Kubota et al. 2003). Within the hippocampal formation, SWR oscillations originate in the CA3 region triggered by spontaneous population bursts of hippocampal PCs (Buzsáki et al. 1983; Kubota et al. 2003; Schlingloff et al. 2014; Wu et al. 2005a). The network activity is generated and maintained by the extensive intrinsic recurrent connectivity of the CA3 region (Amaral and Witter 1989; Buzsáki et al. 1983; Maier et al. 2003; Miles and Wong 1986; 1987). The rhythmic excitation propagates to the CA1 region, reaching both the PCs and GABAergic interneurons via feedforward activation (Csicsvari et al. 1999; Wu et al. 2002). Within the CA1 and CA3 region, the majority of PCs remain silent and the active cells fire only sporadically (Buzsáki et al. 1992; Bähner et al. 2011; Ellender et al. 2010; Wu et al. 2005a). As a group, however, the PCs impose a sufficient excitatory drive onto GABAergic neurons. Single interneurons are interconnected synthaptically (Hájos and Mody 1997) and electrically (Hormuzdi et al. 2001) forming a network. The activated interneuron network discharges rhythmically imposing phasic inhibitory postsynaptic potentials (IPSPs) onto the hippocampal PC assembly, thus synchronizing and timing the PC firing (Buzsáki et al. 1992). Additionally, it has been demonstrated that single perisomatic targeting interneurons can suppress and consequently facilitate sharp wave generation via rebound depolarization and in this way synchronize PC firing (Cobb et al. 1995; Ellender et al. 2010). These interneurons have been identified as parvalbumin-positive somatically targeting basket cells (Csicsvari et al. 1999; Klausberger et al. 2003; Klausberger and Somogyi 2008; Schlingloff et al. 2014; Ylinen et al. 1995). Sharp waves, therefore, represent the summation of interneuron-mediated IPSPs in a large synchronized PC assembly (Wu et al. 2002; Ylinen et al. 1995). The pronounced synchronous discharge of active cells during the SWR rhythm facilitated by synaptic inhibition strengthens the hippocampal connections to the neocortex and subcortical projection areas, creating windows of low and high neuronal excitability in target cells (Buzsáki
et al. 1992; Chrobak and Buzsáki 1996; Csicsvari et al. 1999; Ylinen et al. 1995), while strict segregation of participating and silent PCs improves the signal-to-noise ratio (Buzsáki et al. 1992; Bähner et al. 2011; Maier et al. 2003).

The fast ripple component has been suggested to result from electrical coupling via gap junctions between the axons of PCs (Draguhn et al. 1998; Maier et al. 2002; Maier et al. 2003; Schmitz et al. 2001; Traub and Bibbig 2000; Traub et al. 1999; Ylinen et al. 1995). More recent publications, however, indicate that the generation of fast ripple oscillations dependents on the precise interaction between excitatory and inhibitory neuronal networks (English et al. 2014; Stark et al. 2014).

1.3.1.2 Sharp Wave Activity in the Subiculum

The sharp wave rhythm spreads from the hippocampal CA3 and CA1 region to the subiculum and then further to the EC (Chrobak and Buzsáki 1996; Maier et al. 2003; Wu et al. 2006). The sparse discharge of CA1 PCs sufficiently activates the subicular network (Norimoto et al. 2013; Wu et al. 2002; Wu et al. 2006). However, in isolation, the subiculum is also capable of intrinsically generating sharp waves even though the frequency and amplitude are reduced (Wu et al. 2006). So far, there has been one single study examining the intracellular correlates of sharp waves within the subiculum (Wu et al. 2006). Subicular PCs show sharp wave-correlated mixed inhibitory and excitatory synaptic potentials mediated by GABA<sub>A</sub> and AMPA receptors, respectively (Wu et al. 2006). Neurons that tend to be active are mostly IB neurons (Norimoto et al. 2013; Wu et al. 2006). The active neurons display correlated intracellular inwards currents while the silent cells show prominent IPSPs (Wu et al. 2006). There has been no explicit identification of firing pattern within the subiculum showing the involvement of the two distinct subicular PC classes during spontaneous sharp wave activity.

1.3.2 Gamma Frequency Oscillations

Network oscillations in the gamma frequency range (30-100 Hz) have been documented in many different brain regions including the hippocampal formation (Bragin et al. 1995; Buzsáki and Draguhn 2004; Csicsvari et al. 2003; Fries et al. 2007) and throughout various species, including rodents and humans (Fries et al. 2007). Within the hippocampal formation, gamma oscillations can be recorded in <i>in vivo</i> (Bragin et al. 1995; Buzsáki et al. 2003; Csicsvari et al. 2003) and <i>in vitro</i> experimental settings (Buhl et al. 1998; Dugladze et al. 2012; Fisahn et al. 1998; Gloveli et al. 2005a; Gloveli et al. 2005b). Gamma frequency oscillations express their largest amplitude when nested within the slower theta rhythm (Bragin et al. 1995; Colgin and Moser 2010), but they also
occur separately. An orthogonal arrangement of gamma and theta rhythm-generating microcircuits
has been observed within the hippocampal area CA3 (Gloveli et al. 2005a). In the freely moving
animal, gamma and theta waves are present during spatial exploration and the REM phase of sleep
(Bragin et al. 1995). The gamma rhythm is essential for the processing of spatial and episodic
memory and is involved in higher mental tasks including sensory stimulation as well as memory
storage and retrieval (Bartos et al. 2007; Colgin and Moser 2010; Fries et al. 2007). Oscillations
in the gamma frequency range provide a temporal framework that assists in encoding and retrieval
of memory traces binding neurons to coherently working assemblies by promoting cellular syn-
chrony over a wide distance (Bragin et al. 1995; Csicsvari et al. 2003).

Gamma frequency oscillations *in vitro* can be induced mainly in two different ways: (1) electrical
tetanic stimulation, which generates transient phases of gamma oscillations (Traub et al. 1996;
Whittington et al. 1997) and (2) chemical activation of receptors, which results in sustained gamma
waves: the muscarinic acetylcholine receptor activated through the pharmacological agent car-
bachol (Fisahn et al. 1998), the kainite receptor (Buhl et al. 1998; Fisahn 2005; Fisahn et al. 2004;
Gloveli et al. 2005b), and metabotropic glutamate receptor (Whittington et al. 1995). These differ-
ent manners, in which gamma oscillations can be initiated *in vitro*, have deviant electrophysiolog-
ical features. This concerns especially the excitatory drive that is triggered by the various agonists
of excitatory receptor families, whereas the gamma generation crucially relies on an intact inhibi-
tion mediated through GABA_A receptor transmission (Buhl et al. 1998; Buzsáki and Wang 2012;
Fisahn 2005). Since the *in vitro* observations are comparable to the *in vivo* situation with some
variation, it has been suggested that the different mechanisms of gamma oscillation represent a
region- and state-dependency of network oscillation and thus, are all crucial within the intact brain
to some extent (Bartos et al. 2007).

1.3.2.1  Generation of Gamma Oscillations

Within the hippocampal formation, there exist two established independent gamma generators:
one in the DG and another in the CA3-CA1 region. The gamma generator in the DG requires an
extrahippocampal drive. Following the removal of the EC, the gamma power decreases signifi-
cantly, suggesting that the entorhinal input to the DG acts as an external initiator (Bragin et al.
1995). The CA3 region of the hippocampal formation generates gamma frequency oscillations
independently, which then propagate to the CA1 region (Csicsvari et al. 2003; Fisahn et al. 1998).
On a cellular level, the hippocampal gamma activity results from the feedback process of  glu-
tamatergic PC and GABAergic interneurons, the balance between synaptic excitation and inhibition playing a crucial role (Bartos et al. 2007; Buzsáki and Wang 2012; Csicsvari et al. 2003; Fisahn et al. 1998; Fries et al. 2007; Mann and Paulsen 2007; Traub et al. 1996). Based on the information available from the CA3-CA1 gamma generator, the necessary cellular mechanisms involved in the generation of gamma oscillations are a mutually interconnected interneuron network with GABA_A mediated inhibition and a sufficient excitatory drive (Buzsáki and Wang 2012; Traub et al. 1996). The gamma frequency depends on the strength of excitatory input and on the properties of the kinetics of interneuronal coupling (Buzsáki and Wang 2012; Traub et al. 1996; Whittington et al. 1995). The hippocampal PCs give rise to an excitatory drive activating the interconnected interneuron network. This synchronized inhibitory network terminates the pyramidal cell firing and arranges it into single time frames. In this context, the perisomatic targeting basket cells appear to be the most promising interneuron type (Bartos et al. 2007; Buzsáki and Wang 2012). The firing frequency of PCs is very low and only a fraction of PCs is recruited for a given gamma cycle, whereas the fraction of interneurons that fire phase-locked to the field is much higher (Csicsvari et al. 2003; Gloveli et al. 2005b). The PCs’ firing is synchronized and timed by the interneuron network which can be measured as LFP in the gamma frequency range.

1.3.2.2 Gamma Oscillations in the Subiculum

Early studies show that oscillatory activity in the gamma frequency range can be induced in the subiculum by tetanic stimulation of the CA1 area or the subiculum itself (Colling et al. 1998; Stanford et al. 1998) and gamma oscillations in the presubiclar cortex can be triggered tetanically after stimulation of the subiculum (Funahashi and Stewart 1998). A more recent study has investigated the generation of spontaneous slow (25-50 Hz) and fast (100-150 Hz) gamma oscillation in the whole hippocampal preparation (Jackson et al. 2011). It has been shown that the isolated subiculum can generate gamma frequency oscillation independent of intra- or extrahippocampal input, suggesting that the subiculum is the third spontaneous gamma generator in the hippocampal formation. Curiously, Jackson and colleagues explicitly excluded the IB cell type from their investigations, which appears to be the most promising cell class with regard to the generation of network oscillations (Colling et al. 1998; Menendez de la Prida 2003; Taube 1993; van Welie et al. 2006; Wu et al. 2006). Very recently, our team, examining different slice orientations and subicular subregions, could demonstrate in an in vitro study that the subiculum can generate gamma frequency oscillations in isolation (Eller et al. 2015). Thus, the subiculum constitutes the third independent gamma generator of the hippocampal formation.
1.4 Aim of the Thesis

The subiculum, as the hippocampal relay and output structure, holds a strategic position in the information processing circuit of the hippocampal formation. Surprisingly, the participation of the two distinct classes of subicular PCs, IB and RS cells, in the two major hippocampal network rhythms, sharp waves and gamma frequency oscillations, remains poorly studied. This study focuses on the investigation of the involvement of the subicular PC classes in the oscillatory network activity in the subiculum. Furthermore, this study aims at examining whether the two electrophysiologically distinct subicular cell classes are suited to carry out different functional tasks within the subicular network which could then result in two separate and parallel streams of information flow through the subiculum and further on to the hippocampal target areas. For this purpose, the intrinsic and synaptic properties of subicular PCs during sharp waves and subsequent gamma frequency oscillations are evaluated. On a single cell level, the participation within the network oscillations is identified, which leads to characterizing differences between subicular IB and RS cells.

The hippocampal formation represents the origin of epileptic activity and neuropathological conditions such as schizophrenia. In the light of a general medical approach, the investigation of the underlying cellular structures within the subiculum might aid in comprehending fundamental pathophysiological structures and thus reveal future targets for the development of medical therapeutic approaches.
2. Methods

2.1 Ethical Approval

All procedures were approved by the Regional Berlin Animal Ethics Committee, T 0124/05, and are in full compliance with national regulations.

2.2 Experimental Animals

Experiments were performed on 26 adult (>6 weeks of age) C57/Bl6 mice of both sexes. The animals were obtained from the Forschungseinrichtungen für Experimentelle Medizin (FEM) of the Charité – Universitätsmedizin Berlin.

2.3 Slice Preparation

The slice preparation was performed as published previously (Eller et al. 2015; Kehrer et al. 2007; Winkelmann et al. 2014). The animals were anesthetized with inhaled isoflurane (Forene®, Abbott, B506) and decapitated. After removing the brain from the skull, the cerebellum was dissected. The brain was then placed on a cooled tile and the apical pole was cut and then glued (UHU® Sekundenkleber) to the holding device of a microtome slicer (Leica VT1200 Microtom, Leica Mikrosysteme Vertrieb GmbH, Wetzler, Germany) with the frontal side up. The artificial cerebrospinal fluid (ACSF) used during preparation, incubation, and recording was made with deionized distilled water and contained (in mM): NaCl, 129; KCl, 3; NaH₂PO₄, 1.25; CaCl₂, 1.6; MgSO₄, 1.8; NaHCO₃, 21; glucose, 10 at a pH of 7.4 and an osmolarity of 300 ± 5 mOsm/kg; saturated with 95 % O₂ and 5 % CO₂. The holding chamber was filled with oxygenated ACSF. It was then integrated into a second chamber that was padded with ice to secure a cool environment. The hemispheres were separated and horizontal slices of 400 µm thickness were obtained. The slices contained the hippocampus proper, the subiculum, the EC, and some adjacent cortices. On average, five to six slices per hemisphere were gained from one experimental animal. The slices were transferred to an in-house-built ‘interface chamber’ lined with lens cleaning paper (Kodak, USA). The slices were placed on small fragments of the same paper. The chamber was continuously perfused with ACSF at a rate of 1.8 to 2.0 ml/min with a Minipuls3 pump (Gilson Inc., WI, USA). The temperature of the chamber was maintained at 34 ± 1°C. The fluid level was adjusted so that the superficial surface of the slice was perfused by a thin ACSF fluid layer. Pieces of nylon stockings, which were sterilized prior to every experiment, controlled the level of fluid within the chamber ensuring rapid drainage. The holding chambers were covered with small plastic plates laminated with tissue paper to maintain the moist environment. The interface chamber was situated on a
vibration-cushioned table (Newport, USA). The table was topped with a Faraday cage to shield the recordings from 50 Hz noise (Figure 4). After preparation, the slices were allowed to rest for at least 1 hour for recovery prior to the recordings.

2.4 Extracellular Field Recordings

Extracellular recording electrodes were drawn on a horizontal micropipette puller (ModelP-97, Sutter Instruments Co., CA, USA) from borosilicate glass (GB150F-8P with filament, Science Products GmbH, Hofheim, Germany). The tip resistance varied from 4 to 5 MΩ. For recording purposes the electrodes were filled with ACSF before they were placed over a chlorinated silver wire. The silver wire was chlorinated prior to the recordings with a 1 M KCl solution and a 9 V block battery. The reaction was allowed to take place until the wire was covered with a translucent white coating. All electrodes were placed under direct visual guidance with the Askania Stereomikroskop (Askania Mikroskop Technik, Rathenow, Germany). Extracellular recordings were obtained from the middle of the subicular str. pyramidale. An in vitro model was used that permits the reproduction of the two major network states, spontaneous SWR and gamma frequency oscillations (Eller et al. 2015; Gloveli et al. 2005a; Maier et al. 2003; Winkelmann et al. 2014). 400 nM of kainic acid (KA, Ascent Pharmaceuticals Inc., NY, USA) was applied to the bath to induce gamma network oscillations. Sharp waves and gamma frequency oscillations were recorded extracellularly within the subiculum. The LFP was amplified with a custom-made amplifier, digitalized with a sampling rate of 2 kHz (Digidata 1322A, Axon Instruments Inc., CA, USA), and analyzed with the pClamp software package (notch filter 50 Hz; Axon Instruments Inc., CA, USA). Oscillatory peak power and frequency were determined by fast Fourier transforms (FFT) with a 1 Hz spectral resolution. Only slices with a gamma frequency oscillation >9x10^6 mV²/Hz were included into the sample or analyzed further.
Figure 4. Experimental set-up.

(A) ‘Interface chamber’ with the recording (left) and the storage chamber (right). The slices rest on pieces of lens cleaning paper while pieces of nylon stocking ensure the necessary fluid level. The chamber is heated and the plastic covers ensure a moist environment.

(B) Experimental set-up with the rack containing the electrophysiological equipment for extracellular and intracellular recordings and the radiator (left) as well as the Faraday cage containing the ‘interface chamber’ lined with electro foil to shield from 50 Hz noise (right).

(C) The experimental setting contains the ‘interface chamber’, a light source, the microscope, and the electrodes for extracellular (left) and intracellular recordings (right) resting on a vibration-cushioned table.

(D) Enlarged view of the recording chamber. The intracellular recordings electrode (left) penetrates the tissue vertically. The extracellular electrode (right) targets the middle of the subicular str. pyramidale.
2.5 Intracellular Recordings

Intracellular microelectrodes were made of borosilicate glass and filled with intracellular solution containing 2 M potassium acetate (C₂H₃KO₂) and 2% biocytin administered through a 0.22 µm filter unit (Millex-GV, Carrigtwohill, Co. Cork, Ireland) to prevent the electrode from occluding. The tip of the electrode was back filled with the filtered solution for about one minute (min). The same chlorinated silver wire was used for this as that used for extracellular recordings. The tip resistance ranged from 60 to 110 MΩ. Electrodes not falling within this range or displaying an unstable tip resistance were rejected. Sharp microelectrode recordings were obtained from subicular PCs. The electrodes were placed in the str. pyramidale of the subiculum under visual guidance. Cells were impaled and then allowed to rest for ten min. A negative current injection was applied in order to hyperpolarize the membrane potential and assist the cell in recovering from impalement. Only cells with a RMP ≤ −50 mV, an AP half-width of ≤ 1.2 ms, and stable electrophysiological properties throughout the experimental protocol were accepted for further analysis. Signals were amplified with an IR-183 Intracellular Recording Amplifier (Neuro Data Instruments Corp, PA, USA) with an active bridge circuit and digitalized using a 16 Bit Data Acquisition system (Digi Data 1322A, Axon Instruments Inc., CA, USA). The bridge balance was monitored continuously throughout the experiment. It was adjusted as needed by optimizing the cell’s response to a small negative current injection. Transient suppression was used to remove the capacitance artifacts in some of the recordings. Excitatory postsynaptic potentials (EPSP) and IPSP were recorded at about −80 mV and 0 mV, respectively (Jackson et al. 2011; Taube 1993).

2.6 Data Analysis

The RMP was measured from the voltage baseline without current injection after the initial impalement-induced depolarization had subsided. During gamma frequency oscillations, the membrane potential was determined in the same way given that a sufficient gamma power was detected extracellularly. The membrane potential during gamma frequency oscillations without current injection will be referred to as membrane potential in contrast to the RMP during sharp wave activity. The detected value was corrected for an offset which was determined when the microelectrode was withdrawn from the cell. For the offset correction, the tip potential within the cell was subtracted from the voltage potential measured in the extracellular space at the end of the experiment. AP were analyzed for all cells. If the cell was not spontaneously active, it was depolarized just above threshold by a positive current injection and the first induced AP was used for analysis. If the cell fired spontaneously, any of the uniform APs was taken into account for measurement. The
amplitude of AP was measured from the level of RMP to the maximum peak of AP. The half-width was calculated as the time difference between half of the maximal amplitude on the ascending and descending slope of the AP. For the purpose of AP threshold determination, recordings with small steps of depolarizing or hyperpolarizing current injections were performed during the experiment. For inactive cells, the membrane potential that caused the cell to initiate AP firing was considered as AP threshold. Cells that fired spontaneous AP at RMP were hyperpolarized and the last membrane potential at which the cell was still active was accepted as threshold. The measured potential was again corrected for the offset value recorded extracellularly. The ISI was determined as the time difference between the maximum amplitude of APs. The ISI between the first and the consecutive AP within a burst was calculated. The afterdepolarization (ADP) and afterhyperpolarization (AHP) were measured when present. The maximum or minimum deflection was determined in relation to the RMP in order to calculate the ADP or AHP, respectively. If the cell was not spontaneously active, the ADP or AHP was measured at the membrane potential just above threshold. The accommodation of AP firing was determined by depolarizing current injection with a progressive increase of 40 pA per step, a step duration of 1 s, and a maximum current injection of 500 pA. Due to the fact that high current injections can result in distorted AP waveforms accommodation was measured at the last current step displaying normal AP shapes which would differ between individual recordings. The ISI between the first \( t_1 \) and the last \( t_2 \) pair of APs was measured and the accommodation was calculated as the time difference between the first pair of APs divided by the time difference of the last pair of APs at the end of the stimulus, \( \left( 100 \times \frac{\Delta t_1}{\Delta t_2} \right) \). At the slope of increasing membrane potential, burst firing or a salvo of APs could be recorded in subicular PCs. The ISIs within a burst and salve were similar and were thus unreliable as discrimination tools. The burst firing differed from the salve of fast AP, displaying an underlying depolarizing envelope followed by a hyperpolarizing afterpotential, both of which a salve lacked. Initial AP bursts or salvos were discarded for accommodation analysis. Current-voltage relations (IV-curve) were constructed from the changes in membrane voltage response during both positive and negative current steps. Steps of 20 pA, starting at \(-320\) pA and increasing up to 200 pA, with a step duration of 500 ms were applied. The \( R_{in} \) was determined from the cell’s response to a \(-100\) pA current pulse calculated after any sag potential had subsided. The \( \tau \) represents the time needed to reach 63% of the steady-state voltage deflection during the same current pulse. During negative current injection, the degree of hyperpolarization-activated sag potential was measured when present. The sag was determined as the maximum voltage deflection \( V_{peak} \) from a baseline of steady-
state voltage deflection ($V_{ss}$) in response to a $-100$ pA, $-200$ pA, and $-300$ pA hyperpolarizing current injection ($100 \times (V_{peak} - V_{ss})/V_{peak}$; Greene and Mason, 1996).

2.7 Matlab Analysis

The recorded data was further processed in Matlab (The Mathworks®, Inc.) with customized routines. The LFP was bandpass-filtered 3-100 Hz with a Butterworth filter. The 50 Hz noise was filtered with a second-order IIR notch filter. In order to remove membrane potential fluctuations during gamma oscillations, the intracellular recordings of EPSPs and IPSPs were high-pass-filtered at 2 Hz with the pClamp software prior to the Matlab import. LFP oscillatory peaks as well as APs and EPSPs/IPSPs were identified as maximal deflections above a manually set threshold. The maximum of sharp wave or gamma frequency peak deflections were defined as time 0 and the averaged time difference of the corresponding AP, EPSP, or IPSP triggered peaks in the simultaneous intracellular recording trace was determined. For sharp waves with a maximal negative LFP polarity, the minimum was defined as time 0. In this context, the subicular PCs displayed a comparable general phase-locked behavior for both sharp wave polarities, so that the data for all sharp wave analysis were pooled together. The illustrated mean sharp wave signal is solely based on the positive waveform deflections in summarizing illustrations, however. For the determination of the mean sharp wave amplitude, the absolute value was considered. The analyzed time window was set to 150 ms before and after the triggered LFP for sharp wave and 60 ms for gamma frequency oscillations. A mean peak EPSP and IPSP value was calculated separately for each recording of sharp wave and gamma frequency oscillations. The mean peak EPSP and IPSP amplitude distribution of all analyzed recordings was further displayed as box plots and aggregated to a grand mean population value for each oscillatory network pattern. Furthermore, the aggregated APs were displayed as spike time points per triggered LFP peak within a rast dot plot and as a cumulative spike time histogram with a temporal resolution of 1 ms. In order to evaluate the phase-coupling of APs with respect to sharp wave and gamma frequency oscillations, the cumulative spike-time histogram was analyzed. PCs were considered to be phase-locked if the LFP triggered AP histogram displayed a clear peak of AP generation. For some subicular PCs, a prominent inhibition correlated with the peak of triggered LFP deflection resulted in a pause of AP generation. These cells were considered to be inhibited during the peak LFP deflection. Cells that did not display a clear arrangement of AP firing with reference to the field potential were considered unclassified and were not taken into account for further analysis of firing behavior. For the purpose of spectral analysis of SWR and gamma frequency oscillations, the recordings were divided into consecutive
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1 s time bins. An FFT was calculated for each time bin and the frequency of the peak spectral amplitude was detected within each power spectrum. The FFT-based spectrogram (1 s time bins, Hamming window, 50 % overlap) was computed to illustrate gamma frequency oscillations and a complex Morlet wavelet transform (cmor2-1) was used to display SWR (bandpass filter 100-300 Hz). The sharp-wave associated high frequency ripple component was not investigated systematically. For exemplary illustration of the ripple component, a complex Morlet wavelet transform (cmor2-1) was used (bandpass filter 100-300 Hz). The mean frequency component of each ripple episode was defined as the spectral frequency analog with the maximal peak power of the wavelet transform (Figure 5). Furthermore, a phase distribution of the AP and IPSP mean values was calculated for each cell type and oscillatory network state based on normalized oscillatory cycle length (24 ms for gamma frequency oscillations, 80 ms for SPWs, with the peak assigned to 180° each) and displayed as polar diagrams (Figure 27).

For the purpose of illustrations, the graphic design software CorelDRAW (Version 12 and X7, Corel Cooperation, Ontario, Canada) was utilized. The extracellular traces were bandpass-filtered at 2-100 Hz and 50 Hz notch-filtered with the pClamp software in all figures displayed unless indicated otherwise.

2.7.1 Statistics

Statistical calculations were performed in Microsoft Excel or Matlab. The assumption of normal distribution was justified by the Lilliefors test. The paired student’s t-test was used for statistical analysis and differences were considered statistically significant if p<0.05. Significance levels are marked with an asterisk: * = p<0.05; ** = p<0.01; *** = p<0.001. Average values are expressed as the mean ± standard error of the mean (SEM).

2.8 Classification of Intrinsically Bursting and Regular Spiking Cells

Intracellular recordings were made exclusively from subicular PCs. The cells were categorized as intrinsically bursting (IB) or regular spiking (RS) based on their firing properties. IB cells fired a burst of APs in response to a depolarizing current injection. A burst consisted of two to six APs riding on top of a depolarizing wave followed by a depolarizing afterpotential. The consecutive APs within a burst characteristically decreased in amplitude and gained in width. The ISI within a burst was considered ≤ 8 ms (Wu et al. 2006). In some cells, bursting could also be elicited at the break of hyperpolarizing current injection (anodal break potential). RS cells fired a train of single APs with ISIs similar to those during bursting. No burst firing could be induced in these cells.
Once the PCs were classified during the initial spontaneous sharp wave rhythm, the categorization was maintained for the consecutive gamma frequency oscillations. However, the ability to fire bursts of APs was verified after the initiation of the active gamma field. Based on their firing behavior during spontaneous sharp wave and gamma frequency oscillations, the subicular PCs were identified as active or not active (silent). The activity was evaluated for each network oscillation separately so that a cell could change activity mode throughout the duration of the experiment. Cells were considered silent if they did not fire any APs at RMP in a 60 s recording period. Cells that did fire APs were considered active. If a neuron fired APs within the first 10 min after impalement but ceased firing after recovery, this cell was classified as not active, with the firing being attributed to the depolarization of membrane potential following impalement.

### 2.9 Biocytin Staining

2% biocytin was added to the intracellular solution for staining. During the time of the electrophysiological recordings, biocytin diffused into the impaled soma and spread throughout the cell. The depolarizing current injection used for identifying the electrophysiological properties enhanced the distribution of the staining agent. After the recordings, the slices were removed from the recording chamber. In order to extract the lens cleaning paper on which the slices rested throughout the experiment, they were dissolved within ACSF. The ACSF was then drained and replaced by a fixative solution containing 4% paraformaldehyde, in which the slices were immersed for at least 24 hours before being prepared for the staining process. Slices were processed as described in previous publications (Dugladze et al. 2012). The slices were washed three times in 0.1 M phosphate buffer (PB). The avidin–biocytin complex reaction (Vectastain, ABC kit, Vector Laboratories Inc., CA, USA) was allowed to occur overnight at 4°C in the presence of 0.3 % Triton X-100 (Sigma-Aldrich Co. LLC, USA). Afterwards the sections were rinsed several times before development with 0.02 % diaminobenzidine (DAB, Sigma-Aldrich Co. LLC, USA) in 0.1 M PB. The reaction product was intensified with 0.5% osmium tetroxide (OsO₄) (Sigma-Aldrich Co. LLC, USA) and sections were mounted and coverslipped. The cell’s morphology was then examined using a Camera Lucida device (MicroBrightField, Inc, VT, USA). Photomicrographs were taken from the stained cells with a Neurolucida Zeiss Axioskop (Carl Zeiss Microscopy GmbH, Göttingen, Germany) and further processed in Photoshop (Adobe Systems Inc., CA, USA). In order to achieve a depth-field view of the microscopic images, stack processing of consecutive focal planes was performed with the combineZP software (version 2, http://www.hadley-web.pwp.blueyonder.co.uk/; Alan Hadley, GNU public license).
3. Results

3.1 LFP within the Subiculum

Two major network states, SWR and gamma frequency oscillations, were recorded within the subiculum *in vitro* (Table 1 and Figure 5). Sharp waves occurred spontaneously and without electrical or pharmacological stimulation with a mean frequency of 2.2 Hz ($n = 42$) and a mean amplitude of 2.0 mV ($n = 42$; Table 1). Throughout the experiments, two different groups of sharp waves were detected distinguished by polarities: one displaying a positive maximum ($n = 31$), the other a negative one ($n = 11$; Figure 5). The orientation of sharp waves altered between slices but was stable during one recording. The high frequency ripple oscillations superimposing the sharp waves were found for both sharp wave polarities (Figure 5). However, the ripple event within a single recording displayed variable frequencies and not every sharp wave displayed a prominent ripple component so that the fast ripple oscillations were not investigated further. Following kainate application (400 nM), the sharp wave rhythm was gradually reduced in amplitude and frequency. After a brief transitory state with no clear network pattern, oscillations in the gamma frequency range appeared to increase progressively in power before reaching a steady state. Gamma oscillations displayed a mean frequency of 43.7 ± 0.3 Hz ($n = 22$) and a mean power of $3.2 \times 10^{-4} \pm 1.3 \times 10^{-5}$ mV$^2$/Hz ($n = 22$; Table 1). There were no significant differences in amplitude or frequency of network oscillations between the recordings of IB and RS cells (Table 2).

<table>
<thead>
<tr>
<th></th>
<th>sharp waves</th>
<th>gamma frequency oscillations</th>
</tr>
</thead>
<tbody>
<tr>
<td>amplitude</td>
<td>0.20 mV (42)</td>
<td>$3.2 \times 10^{-4} \pm 1.3 \times 10^{-5}$ mV$^2$/Hz (22)</td>
</tr>
<tr>
<td>frequency</td>
<td>2.2 Hz (42)</td>
<td>43.7 ± 0.3 Hz (22)</td>
</tr>
</tbody>
</table>

Table 1. Properties of sharp waves and gamma frequency oscillation within the subiculum.

<table>
<thead>
<tr>
<th></th>
<th>IB</th>
<th>RS</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>sharp wave frequency [Hz]</td>
<td>2.2 (24)</td>
<td>2.3 (18)</td>
<td>0.816</td>
</tr>
<tr>
<td>sharp wave amplitude [mV]</td>
<td>0.19 (24)</td>
<td>0.21 (18)</td>
<td>0.439</td>
</tr>
<tr>
<td>gamma frequency [Hz]</td>
<td>$44.2 \pm 0.4$ (11)</td>
<td>$43.3 \pm 0.6$ (11)</td>
<td>0.728</td>
</tr>
<tr>
<td>gamma power [mV$^2$/Hz]</td>
<td>$3.8 \times 10^{-4} \pm 2.9 \times 10^{-5}$ (11)</td>
<td>$2.6 \times 10^{-4} \pm 2.3 \times 10^{-5}$ (11)</td>
<td>0.375</td>
</tr>
</tbody>
</table>

Table 2. Properties of LFP during recordings of subiculum IB and RS PCs.
Figure 5. Network oscillatory activity within the subiculum.

(A) The spectrogram (top row) with color-coded power spectral density (PSD) exemplifies the transition from spontaneously occurring SWR to gamma frequency oscillations within the subiculum. The corresponding LFP recordings are displayed below. The application of kainic acid (KA, onset marked by an arrow) abolishes the SWR rhythm and induced, after a brief transitory period, stable gamma frequency oscillations. The recording interruptions of the top spectrograms and the underlying LFP traces are 12 s (middle) and 25 min (right). The red lines mark three examples that are illustrated below with higher temporal resolution (SWR, transition, and gamma). (A, bottom left) The SWR activity (filtered 2-300 Hz), the corresponding sharp waves (filtered 2-50 Hz), and the ripple components (filtered 100-300 Hz) supplemented by the color-coded power spectral density wavelet transform. (A, bottom right) The boxplot depicts the distribution of the
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wavelet peak power spectral frequencies of 100 analyzed consecutive ripple events of the upper example trace. (B) Sharp waves of both polarities are exemplified on the left with each SWR trace (filtered 2-300 Hz, top), the ripple trace (filtered 100-300 Hz, middle) and the corresponding wavelet transform as color-coded power spectral density plot (bottom). The boxplot (right) illustrates the distribution of the mean sharp wave rates of all slices investigated (n=42).

3.2 Electrophysiological Properties of Subicular PCs

3.2.1 Electrophysiological Characterization of Subicular PCs

A total of 48 subicular PCs were recorded within the subiculum, 42 of which showed stable electrophysiological conditions and were included into further investigations. 24/42 cells (57%) were classified as IB neurons. Following a depolarizing current injection, these cells responded with a burst of APs (Figure 6 and Figure 7). The ISI between the first and second AP within the burst was 5.0 ± 0.1 ms (n = 24), which is consistent with previous publications (Mattia et al. 1997b; Staff et al. 2000; Wu et al. 2006). When the depolarization was maintained, a train of single APs followed the initial burst. 18/42 cells (43%) were identified as RS cells due to their lack of burst firing. In these cells, bursting could not be induced by depolarizing current injection. RS neurons respond to a depolarizing current injection with a train of single APs (Figure 6 and Figure 7). There was no significant difference in AP half-width, amplitude, or firing threshold between IB and RS cells (Table 3). However, the shape of AP differed between subicular PC classes (Figure 6). RS cells displayed a prominent AHP, whereas IB cells showed an AHP only very infrequently and to a lesser degree (p = 0.0006; Figure 7 and Table 3). An ADP was observed regularly in IB neurons but only in one single RS cell (p = 0.0002; Figure 7 and Table 3). Following a depolarizing current injection, the ADP in IB cells was reduced in amplitude. The results suggest that subicular IB and RS neurons constitute a homogenous group concerning the intrinsic properties, including RMP, R_in, and τ (RMP: p = 0.263; R_in: p = 0.306; τ: p = 0.586; Table 3).
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Figure 6. AP shapes of subicular IB and RS cells.

The distinct shapes of AP are displayed for subicular IB (left) and RS (right) cells. The APs are displayed at RMP (‘RMP’) for the IB cell example and after positive current injection (‘depolarized’) for both subicular PC classes. At RMP IB cells fire bursts of APs (left) or single APs with prominent ADPs (right). The burst is characterized by the underlying depolarized wave and the distinct hyperpolarizing afterpotential. The ADP vanishes when the IB cell is depolarized. The majority of RS PCs are silent at RMP. They display APs with prominent AHPs when depolarized above threshold.
3.2.2 Sag Potential

A prominent difference that distinguishes the two classes of subicular PCs was the reaction to a hyperpolarizing current injection. In response to a negative current pulse, IB cells displayed a prominent hyperpolarization-activated sag potential. This was observed in accordance to previous studies (Greene and Mason 1996; Greene and Totterdell 1997; Kim and Spruston 2012; Mason 1993; Stewart and Wong 1993; Taube 1993; van Welie et al. 2006). In RS cells, on the other hand, the sag potential was not constantly observed and was significantly lower. There is a highly significant difference between subicular IB and RS neurons with regard to the sag potential at −300 pA ($p = 0.0045$), −200 pA ($p = 0.0001$), and −100 pA ($p = 0.0001$; Figure 7 and Table 3).

**Figure 7. Current-voltage relationship of subicular IB and RS cells.**

The current-voltage relationship of IB (left) and RS (center) cells is displayed with current steps of +140 pA, −100 pA and −300 pA, respectively. IB cells respond to a hyperpolarizing current injection with a sag in membrane potential. A positive current pulse leads to burst firing followed by a train of single APs if the stimulus is maintained. RS cells do not fire bursts and show little or no sag. They answer to a depolarizing current injection with a train of single APs. The population data on the right reveals a significant differences of sag potential in percentage sag at −300 pA (IB: $n = 22$; RS: $n = 18$), −200 pA (IB: $n = 23$; RS: $n = 18$), and −100 pA (IB: $n = 23$; RS: $n = 18$). Asterisks indicate the significance level (** = $p \leq 0.01$; *** = $p \leq 0.001$).
3.2.3 Accommodation of AP Firing

The train of single APs that followed the burst after positive current injection in IB cells showed minor adaptation behavior. The accommodation of AP firing in percentage accommodation averaged 69.1 ± 0.7% of control (n = 19). In marked contrast, RS cells displayed an adaptation of AP discharge of 36.7 ± 1.0% of control (n = 16; Table 3). They did not burst at the initiation of a positive current injection. There was a highly significant difference in the accommodation behavior between the two classes of subicular PCs (p < 0.0001; Table 3).

Figure 8. Accommodation behavior of subicular IB and RS cells.

*Typical accommodation behavior of IB (left, n = 19) and RS (center, n = 16) subicular PCs following a positive current injection of 200 pA. The analytically relevant ISI is illustrated as a grey bar above the first and last pair of APs. After an initial burst, IB cells show a train of single APs with minor firing adaptation (86.4% of control in the displayed example). RS cells display a prominent accommodation of AP spiking (55.0% of control in the displayed example). The population data on the right reveals a significant difference in accommodation behavior between subicular PC classes indicated by the asterisk (p < 0.0001).
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Hence, given the distinct ability to generate bursts of APs, the different AP waveforms, sag potentials, and accommodation behavior, subicular IB and RS cells clearly represent two distinct physiological PC classes.

<table>
<thead>
<tr>
<th></th>
<th>IB</th>
<th>RS</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMP [mV]</td>
<td>$-67.5 \pm 0.3$ (24)</td>
<td>$-70.3 \pm 0.5$ (18)</td>
<td>0.263</td>
</tr>
<tr>
<td>$R_{\text{in}}$ [M(\Omega)]</td>
<td>85.6 ± 1.6 (23)</td>
<td>98.2 ± 2.1 (18)</td>
<td>0.306</td>
</tr>
<tr>
<td>(\tau) [ms]</td>
<td>6.4 ± 0.2 (23)</td>
<td>7.0 ± 0.2 (18)</td>
<td>0.586</td>
</tr>
<tr>
<td>AP amplitude [mV]</td>
<td>67.5 ± 0.4 (24)</td>
<td>68.5 ± 0.5 (18)</td>
<td>0.761</td>
</tr>
<tr>
<td>AP half-width [ms]</td>
<td>0.9 ± 0.01 (24)</td>
<td>1.0 ± 0.01 (18)</td>
<td>0.078</td>
</tr>
<tr>
<td>AP threshold [mV]</td>
<td>$-58.9 \pm 0.2$ (23)</td>
<td>$-56.2 \pm 0.5$ (17)</td>
<td>0.233</td>
</tr>
<tr>
<td>ADP [mV]</td>
<td>4.7 ± 0.2 (23)</td>
<td>0.2 ± 0.0 (18)</td>
<td>0.0002 **</td>
</tr>
<tr>
<td>AHP [mV]</td>
<td>$-1.3 \pm 0.1$ (24)</td>
<td>$-3.8 \pm 0.1$ (18)</td>
<td>0.0006 **</td>
</tr>
<tr>
<td>sag $-300\text{pA}$ [%]</td>
<td>14.3 ± 0.4 (22)</td>
<td>6.2 ± 0.4 (18)</td>
<td>0.0045 **</td>
</tr>
<tr>
<td>sag $-200\text{pA}$ [%]</td>
<td>16.2 ± 0.4 (23)</td>
<td>6.7 ± 0.4 (18)</td>
<td>0.0021 **</td>
</tr>
<tr>
<td>sag $-100\text{pA}$ [%]</td>
<td>18.5 ± 0.4 (23)</td>
<td>6.7 ± 0.4 (18)</td>
<td>0.0001 ***</td>
</tr>
<tr>
<td>accommodation [%]</td>
<td>69.1 ± 0.7 (19)</td>
<td>36.7 ± 1.0 (16)</td>
<td>&lt;0.0001 ***</td>
</tr>
</tbody>
</table>

Table 3. Electrophysiological properties of subicular PCs.

Significance level indicated by asterisk (** = \(p \leq 0.01\); *** = \(p \leq 0.001\)).
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3.3 Morphology

20 electrophysiologically identified subicular cells (11 IB and 9 RS) were intracellularly stained with biocytin. All stained neurons displayed the typical shape of pyramidal cells with a pyramidal shaped cell body, long apical dendrites that extended into the molecular layer with some reaching the hippocampal fissure, and short basal dendrites that spread within the deep portions of the str. pyramidale. The axon left from the subiculum via the alveus to travel in the direction of the hippocampal CA1 area and the EC. No prominent morphological variations between the two subicular PC classes could be found by visual inspection (Figure 9). In one case, however, two PCs were equally well stained even though only one cell had been recorded from during the experiment. The electrophysiologically identified neuron was an IB cell. The biocytin staining of the recorded IB cell resulted in the staining of another PC in close vicinity. The phenomenon of dye coupling was exclusively observed in one IB cell (1/11) and not in RS PCs (0/9).

Figure 9. Morphology of subicular IB and RS cells.

The microphotographs of biocytin-stained IB (left) and RS (center) cells show the typical shape of subicular pyramidal cells. The subiculum (sub) is located adjacent to the hippocampal CA1 area and the EC. The apical dendrites of subicular PCs extent into str. molecular (str. mol.), some reaching the hippocampal fissure (hf) beyond which lies the DG. The basal dendrites spread within the pyramidal cell layer (str. pyr.). Dye coupling (right) was observed in one stained IB (1/11) but not in RS (0/9) cells. Both somata are pyramidal cell-like shaped with clear apical and basal dendrites. The dye-coupled cells are equally well stained and no obvious membrane defect can be found.
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3.4 Spontaneous Sharp Wave Oscillations

3.4.1 Firing Behavior

During spontaneously occurring sharp waves within the subiculum, the majority of IB cells were active (16/24, 67%) whereas RS cells remained mostly silent (14/18, 78%).

8/24 IB cells (33%) remained silent at RMP and displayed a significantly hyperpolarized RMP compared to the active IB neurons ($p = 0.0085$; Table 4). Furthermore, the $R_{in}$ of the active IB cells was significantly greater than of the silent ones ($p = 0.0345$; Table 4). There was no further difference in intrinsic or active membrane parameters within the IB cell group (Table 4).

<table>
<thead>
<tr>
<th></th>
<th>active IB</th>
<th>inactive IB</th>
<th>$p$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>sharp wave amplitude [mV]</td>
<td>0.17 (16)</td>
<td>0.23 (8)</td>
<td>0.144</td>
</tr>
<tr>
<td>sharp wave frequency [Hz]</td>
<td>2.2 (16)</td>
<td>2.2 (8)</td>
<td>0.964</td>
</tr>
<tr>
<td>RMP [mV]</td>
<td>$-64.8 \pm 0.4$ (16)</td>
<td>$-72.9 \pm 0.7$ (8)</td>
<td>0.0085 **</td>
</tr>
<tr>
<td>$R_{in}$ [MΩ]</td>
<td>97.8 ± 2.7 (15)</td>
<td>62.7 ± 1.6 (8)</td>
<td>0.035 *</td>
</tr>
<tr>
<td>$\tau$ [ms]</td>
<td>7.2 ± 0.3 (16)</td>
<td>4.9 ± 0.2 (8)</td>
<td>0.195</td>
</tr>
<tr>
<td>AP amplitude [mV]</td>
<td>67.7 ± 0.7 (16)</td>
<td>66.9 ± 1.1 (8)</td>
<td>0.871</td>
</tr>
<tr>
<td>AP half-width [ms]</td>
<td>0.9 ± 0.01 (16)</td>
<td>0.9 ± 0.03 (8)</td>
<td>1.000</td>
</tr>
<tr>
<td>ISI burst [ms]</td>
<td>5.3 ± 0.1 (16)</td>
<td>4.5 ± 0.2 (8)</td>
<td>0.090</td>
</tr>
<tr>
<td>AP threshold</td>
<td>$-69.0 \pm 0.5$ (16)</td>
<td>$62.0 \pm 0.9$ (8)</td>
<td>0.070</td>
</tr>
<tr>
<td>ADP [mV]</td>
<td>5.4 ± 0.3 (15)</td>
<td>3.4 ± 0.4 (8)</td>
<td>0.338</td>
</tr>
<tr>
<td>AHP [mV]</td>
<td>$-0.9 \pm 0.1$ (16)</td>
<td>$-2.0 \pm 0.3$ (8)</td>
<td>0.139</td>
</tr>
<tr>
<td>sag −300pA [%]</td>
<td>13.4 ± 0.6 (14)</td>
<td>15.9 ± 1.1 (8)</td>
<td>0.555</td>
</tr>
<tr>
<td>sag −200pA [%]</td>
<td>15.4 ± 0.6 (15)</td>
<td>17.7 ± 1.6 (8)</td>
<td>0.622</td>
</tr>
<tr>
<td>sag −100pA [%]</td>
<td>15.7 ± 0.6 (15)</td>
<td>23.6 ± 1.0 (8)</td>
<td>0.059</td>
</tr>
<tr>
<td>accommodation [%]</td>
<td>71.1 ± 1.3 (11)</td>
<td>66.3 ± 1.4 (8)</td>
<td>0.451</td>
</tr>
</tbody>
</table>

Table 4. Electrophysiological properties of active and silent subicular IB PCs.

Significance level indicated by asterisk (* $p \leq 0.05$; ** $p \leq 0.01$).
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The large majority of RS cells (14/18, 78%) remained functionally silent during subicular sharp wave activity, displaying a mixed postsynaptic potential (PSP) of excitatory and inhibitory components at RMP (Figure 10). 4/18 RS cells (22%) were active and fired single APs at RMP. In accordance to the observations in the IB PC class, active RS neurons displayed a significantly more depolarized RMP than silent RS cells ($p = 0.030$; Table 5). Concerning the intrinsic and active properties as well as the shape of AP, there was no difference between the active and inactive RS cell group (Table 5).

<table>
<thead>
<tr>
<th></th>
<th>silent RS</th>
<th>active RS</th>
<th>$p$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>sharp wave amplitude [mV]</td>
<td>0.20 (14)</td>
<td>0.26 (4)</td>
<td>0.378</td>
</tr>
<tr>
<td>sharp wave frequency [Hz]</td>
<td>2.1 (14)</td>
<td>2.7 (4)</td>
<td>0.281</td>
</tr>
<tr>
<td>RMP [mV]</td>
<td>$-72.6 \pm 0.5$ (14)</td>
<td>$-62.3 \pm 2.3$ (4)</td>
<td>0.030 *</td>
</tr>
<tr>
<td>$R_{\text{in}}$ [MΩ]</td>
<td>98.2 ± 3.0 (14)</td>
<td>98.1 ± 3.2 (4)</td>
<td>0.997</td>
</tr>
<tr>
<td>$\tau$ [ms]</td>
<td>6.7 ± 0.2 (14)</td>
<td>8.0 ± 0.6 (4)</td>
<td>0.482</td>
</tr>
<tr>
<td>AP amplitude [mV]</td>
<td>67.3 ± 0.7 (14)</td>
<td>72.6 ± 2.3 (4)</td>
<td>0.360</td>
</tr>
<tr>
<td>AP half-width [ms]</td>
<td>1.0 ± 0.01 (14)</td>
<td>0.9 ± 0.06 (4)</td>
<td>0.500</td>
</tr>
<tr>
<td>AP threshold</td>
<td>$-61.3 \pm 0.5$ (14)</td>
<td>$-66.7 \pm 2.3$ (3)</td>
<td>0.663</td>
</tr>
<tr>
<td>ADP [mV]</td>
<td>0.0 (14)</td>
<td>0.7 ± 0.3 (4)</td>
<td>0.059</td>
</tr>
<tr>
<td>AHP [mV]</td>
<td>$-3.8 \pm 0.2$ (14)</td>
<td>$-3.5 \pm 0.3$ (4)</td>
<td>0.840</td>
</tr>
<tr>
<td>sag −300pA [%]</td>
<td>5.0 ± 0.5 (14)</td>
<td>10.3 ± 1.4 (4)</td>
<td>0.212</td>
</tr>
<tr>
<td>sag −200pA [%]</td>
<td>6.0 ± 0.5 (14)</td>
<td>9.0 ± 1.5 (4)</td>
<td>0.486</td>
</tr>
<tr>
<td>sag −100pA [%]</td>
<td>6.4 ± 0.5 (14)</td>
<td>7.6 ± 1.4 (4)</td>
<td>0.800</td>
</tr>
<tr>
<td>accommodation [%]</td>
<td>35.6 ± 1.5 (12)</td>
<td>40.2 ± 3.1 (4)</td>
<td>0.663</td>
</tr>
</tbody>
</table>

Table 5. Electrophysiological properties of active and silent subicular RS PCs.

Significance level indicated by asterisks (* = $p \leq 0.05$).
3.4.2 Temporal Correlation of AP Generation

In addition to the activity mode, subicular IB and RS PCs differed with regard to the phase correlation of AP generation to the LFP. There was no significant difference between the frequency and amplitude of the local network that could account for the different firing pattern of the subicular PCs (Table 2).

11/16 active IB cells displayed AP generation in strict correlation to the peak of the sharp wave rhythm (Figure 10 and accumulated data in Figure 18). Of these participating active cells, six PC displayed burst firing at RMP. The remaining active IB cells showed single AP firing and voltage-dependent bursting behavior. Most of the silent IB cells also showed a phase-coupled firing pattern when depolarized above threshold (n = 5/8; Figure 11). The phase-coherent active and silent IB cells displayed comparable general phase-locked behavior during the subicular sharp wave rhythm so that the data for analysis was pooled together.

intrinsically bursting

![Figure 10. Temporal correlation of AP generation of active IB cells during sharp waves.](image)

Simultaneous LFP (top traces in grey) and intracellular recordings (bottom traces in black) at RMP show examples of traces of phase-correlated discharge behavior of two active subicular IB cells. The intracellular recordings reveal bursts (a) or single APs (b) as well as prominent PSP in strict correlation to the local sharp wave rhythm. On each right, a cumulative spike time analysis and histogram is plotted and the clear peak of AP generation in close vicinity to the sharp wave peak is illustrated. The vertical line indicates the maximum mean sharp wave deflection adopted as time point 0.
Results

Figure 11. Silent IB cells during sharp waves.

Accumulated population data of silent IB neurons at RMP (n = 8; left) and under condition of depolarizing current injection (n = 5; right) are displayed during spontaneous sharp wave activity. (left column) The intracellular recordings at RMP show an aggregate phase-correlated PSP without AP generation. (right column) When depolarized above threshold, IB cells show AP generation phase-locked to the mean sharp wave as displayed in the spike time histogram. The vertical lines mark the maximum of sharp wave deflection indicated as time point 0. The firing pattern closely resembles the one of active IB cells (Figure 10).

A minority of 4/24 active IB neurons (17%) showed a prominent hyperpolarization at the peak of the sharp wave deflection which resulted in a disruption of AP firing (Figure 12). These IB cells displayed a significantly higher τ of 14.0 ± 0.5 ms (n = 4) compared to the phase-locked IB neurons, 4.8 ± 0.1 ms (n = 16; p < 0.0001). They also showed a significantly less prominent sag potential at −100 pA and at −300 pA (p = 0.0012 and p = 0.046, respectively).

Figure 12. Pause of AP firing in IB cells during sharp waves.

Four IB cells displayed a prominent pause of AP firing right after the peak of mean sharp wave deflection as illustrated by the spike time histogram (n = 4). The vertical line indicates the peak of the mean sharp wave as time 0.
Results

In three silent and one active IB cells the number of triggered APs was not sufficient for analytic purposes and these cells were excluded from further analysis.

During spontaneous sharp waves, the majority of RS remained functionally silent at RMP without AP generation (14/18, 78%). They displayed a mixed subthreshold potential of EPSP and IPSP components (Figure 13 and accumulated data in Figure 18). When depolarized above threshold, however, the silent RS cells revealed AP generation with a prominent pause of AP firing at the peak of the sharp wave deflection (n = 8), in stark contrast to the IB cell firing pattern.

Figure 13. Temporal correlation of AP generation of silent RS PCs during sharp waves. RS cell example at RMP (‘RMP’, left) and after depolarizing current injection (‘depolarized’, right) of the same cell during the spontaneous sharp wave rhythm. Simultaneous LFP (top traces in grey) and intracellular recordings (bottom traces in black) exemplify the phase-correlated behavior of subicular RS cells. (left column) The intracellular recording of a silent RS cell reveals a sharp wave-associated PSP with a prominent membrane excitation without AP generation as plotted in the adjacent spike time analysis. (right column) When depolarized above threshold the RS cell displays AP firing. The plotted spike time analysis and histogram on the right show a prominent pause of AP generation around the peak of the mean sharp wave deflection. The vertical line marks the maximum of LFP indicated as time 0.
Results

Four RS cells were active during sharp wave activity (4/18, 22%). Three of the active cells displayed the same firing pattern, depicting the prominent pause of AP generation around the peak of sharp wave activity (n = 3; Figure 14).

Only one silent subicular RS PC showed phase-correlated firing behavior to the LFP peak (Figure 15) as observed in subicular IB cells.

Figure 14. Active RS cells during sharp waves.
Accumulated data of active RS cells at RMP during the spontaneous sharp waves rhythm (n = 3). The firing pattern plotted in the spike time histogram shows a prominent pause of AP firing around the LFP peak resembling the firing pattern of silent RS cells after depolarization (Figure 13). The vertical line indicates the maximum of sharp wave peak indicated as time point 0.

Figure 15. Phase-correlated AP generation in one RS PC during sharp waves.
One subicular RS cell displayed AP generation phase-locked to the maximum peak of mean sharp wave deflection as illustrated in the spike time histogram. The firing pattern resembled the phase-coherent AP generation of subicular IB cells (see Figure 10 and Figure 11).

Five silent and one active RS cell displayed and insufficient amount of AP generation and were excluded from this analysis.
3.4.3 Synaptic Potentials

For the purpose of the analysis of synaptic potentials, only PCs that showed the typical behavior of their subicular PC class at RMP or after depolarizing current injection were further considered. This included the active and silent IB cells that showed phase-locked AP generation (n = 16; Figure 10 and Figure 11) and the active and silent RS cells that displayed a prominent pause of AP firing around the peak of sharp wave deflection (n = 11; Figure 13 and Figure 14).

Both classes of subicular PCs displayed excitatory and inhibitory synaptic potentials that were correlated to the sharp wave field (Figure 16). In IB cells, the amplitude of EPSP was significantly greater than in RS cells (IB: 3.7 ± 0.2 mV, n = 12; RS: 2.3 ± 0.1 mV, n = 13; p = 0.033; Figure 17). However, there was no significant difference in the IPSP amplitude between the subicular PC classes (IB: −5.3 ± 0.9 mV, n = 3; RS: −7.6 ± 2.5 mV, n = 4; p = 0.516; Figure 17). The EPSP/IPSP ratio was 0.70 and 0.30 for IB and RS cells, respectively.

Intracellular recordings (bottom traces in grey) of excitatory and inhibitory synaptic potentials of IB (left) and RS (right) cells in correlation to the local sharp wave field (top traces in black) with plotted analysis of mean potential deflection on each right. The vertical lines indicate the peak deflection of the mean sharp wave. Both examples show both EPSP and IPSP that are phase-correlated to the local sharp wave. The IB example displays a greater EPSP amplitude compared to the RS cell, whereas the IPSPs show a comparable amplitude.
Figure 17. Amplitude of synaptic potentials of subicular PCs during sharp waves.

IB cells receive significantly higher synaptic excitation than RS cells (IB: n = 12; RS: n = 13; \( p = 0.033 \)), whereas the amplitude of IPSP is similar in both subicular PC classes (IB: n = 3; RS: n = 4; \( p = 0.516 \)). Significance level indicated by asterisk (* \( p \leq 0.05 \)); ns, not significant.

The maximum deflection of the mean EPSP amplitude was similar in the two classes of subicular PCs. It was reached 5 ms after the LFP peak in IB (n = 12) and 4 ms after the peak in RS cells (n = 13; Figure 18). However, there was a difference in the exact timing of the inhibitory synaptic input between subicular PC classes. RS neurons (n = 4) received the IPSP 3.5 ms earlier within the sharp wave cycle than the IB PCs (Figure 18).
Results

Figure 18. Synaptic potentials and firing behavior of subicular PCs during sharp waves.

Population data of the mean synaptic potentials (EPSP, IPSP, and PSP) and the cumulative analysis of the firing behavior (spike time histogram below) of subicular IB (left) and RS (right) cells in correlation to the sharp wave activity. Only IB cells that showed the typical phase-locked AP generation in correlation to the sharp wave field \( (n = 16) \) and RS cells that display a prominent pause of AP firing \( (n = 11) \) were considered. The accumulated mean sharp wave deflection is shown at the top and the vertical line marks its maximum which was adopted as time 0. In IB cells, the maximum of grand mean EPSP \( (n = 12) \) and IPSP \( (n = 3) \) deflection occurs 5 ms after the peak of the sharp wave rhythm. The EPSP \( (n = 13) \) of RS cells is situated 4 ms after the LFP maximum. The IPSP peak of RS \( (n = 4) \) PCs occurs 3.5 ms earlier than in IB cells. In addition, the population data for the silent RS cells \( (n = 7) \) aggregate a phase-locked mixed PSP. The accumulated population data of the firing behavior is plotted as a cumulative spike time histogram below and illustrates the clear peak of AP generation in close vicinity to the sharp wave peak in IB cells \( (n = 16) \). In stark contrast, the spike time analysis of spontaneously active and depolarized RS \( (n = 11) \) reveals a prominent sharp wave peak-correlated pause of AP firing.
3.5 Gamma Frequency Oscillations

A total of 22 PCs were recorded during spontaneous sharp wave and subsequent gamma frequency oscillations within the subiculum. 11 cells were identified as IB (50%) and 11 as RS cells (50%).

3.5.1 Network-induced Membrane Depolarization

The initiation of gamma frequency oscillations leads to the depolarization of membrane potential in both subicular PC classes. However, there was a significantly higher depolarization in IB cells of $9.2 \pm 0.3$ mV ($n = 11$) compared to RS neurons, $6.3 \pm 0.3$ mV ($n = 11; p = 0.037$; Figure 19 and Table 6). This resulted in a significantly more depolarized membrane potential in IB cells, $-59.6 \pm 0.4$ mV ($n = 11$) compared to RS cells, $-65.6 \pm 0.7$ mV ($n = 11; p = 0.042$; Table 6). There was no difference in AP threshold between the two subicular PC classes.

![Figure 19. Membrane potential depolarization after the initiations of gamma frequency oscillations.](image)

*IB PCs ($n = 11$) showed a significantly greater depolarization of membrane potential compared to RS cells ($n = 11; p = 0.037$). The significance level is indicated by an asterisk (*$p \leq 0.05$).*

3.5.2 Electrophysiological Properties of Subicular PCs during Gamma Oscillations

In contrast to the distinct influence of the active gamma network on the membrane potentials of the subicular PC classes, the passive membrane properties including $R_{in}$ and $\tau$ remained unchanged (Table 6). The sag potential was present in IB as well as RS cells during gamma frequency oscillations. There was a significant difference of percentage sag between the subicular PC classes at $-100$ pA ($p = 0.020$) and $-200$ pA ($p = 0.013$) but not at $-300$ pA ($p = 0.112$; Table 6). This was mainly caused by a single RS cell that displayed a prominent sag potential which was larger in
amplitude than in the other nonbursting cells. In contrast to the distinct differences in the AP shape during subicular sharp wave activity between PC classes (Table 3), there was no difference between ADP and AHP amplitude during gamma frequency oscillations.

<table>
<thead>
<tr>
<th></th>
<th>IB</th>
<th>RS</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MP [mV]</td>
<td>−59.6 ± 0.4 (11)</td>
<td>−65.6 ± 0.7 (11)</td>
<td>0.042 *</td>
</tr>
<tr>
<td>depolarization [mV]</td>
<td>9.2 ± 0.3 (11)</td>
<td>6.3 ± 0.3 (11)</td>
<td>0.037 *</td>
</tr>
<tr>
<td>$R_{in}$ [MΩ]</td>
<td>99.7 ± 3.8 (11)</td>
<td>84.1 ± 1.9 (11)</td>
<td>0.303</td>
</tr>
<tr>
<td>$\tau$ [ms]</td>
<td>6.5 ± 0.3 (11)</td>
<td>6.4 ± 0.3 (11)</td>
<td>0.968</td>
</tr>
<tr>
<td>AP amplitude [mV]</td>
<td>66.9 ± 0.7 (11)</td>
<td>66.2 ± 1.1 (10)</td>
<td>0.866</td>
</tr>
<tr>
<td>AP half-width [ms]</td>
<td>1.0 ± 0.01 (11)</td>
<td>1.0 ± 0.01 (10)</td>
<td>0.652</td>
</tr>
<tr>
<td>AP threshold</td>
<td>−59.4 ± 0.8 (11)</td>
<td>−51.8 ± 1.1 (9)</td>
<td>0.093</td>
</tr>
<tr>
<td>ADP [mV]</td>
<td>1.1 ± 0.2 (11)</td>
<td>0.0 (11)</td>
<td>0.083</td>
</tr>
<tr>
<td>AHP [mV]</td>
<td>−2.0 ± 0.2 (11)</td>
<td>−2.7 ± 0.2 (11)</td>
<td>0.418</td>
</tr>
<tr>
<td>sag −300pA [%]</td>
<td>12.4 ± 0.6 (11)</td>
<td>7.1 ± 0.7 (11)</td>
<td>0.112</td>
</tr>
<tr>
<td>sag −200pA [%]</td>
<td>13.6 ± 0.6 (11)</td>
<td>5.1 ± 0.6 (11)</td>
<td>0.013 *</td>
</tr>
<tr>
<td>sag −100pA [%]</td>
<td>13.7 ± 0.9 (11)</td>
<td>5.2 ± 0.4 (11)</td>
<td>0.020 *</td>
</tr>
</tbody>
</table>

Table 6. Electrophysiological properties of subicular PCs during the active gamma network.

Significance level indicated by asterisk (* p ≤ 0.05).

In order to learn how the two subicular PC classes differed during the two major network states, IB and RS cells were compared with each other before and after the activation of the gamma network (Table 7 and Table 8). In this context, considering the length of the experimental protocol, it was examined whether one PC class was more prone to damage-induced cell death, which could have influenced the experimental observations. The stable intrinsic parameters of subicular IB and RS PCs indicate that the conditions remained stable throughout both oscillatory network states, so that the observed differences do indeed represent physiological conditions.
Results

In IB neurons, the membrane potential varied significantly during the network states ($p = 0.0032$; Table 7) corresponding to the observation of the strong membrane depolarization during gamma frequency oscillations. Concerning the active membrane properties, the sag potential was smaller in IB and RS PCs during gamma oscillations than during sharp waves. However, there was no significant difference. The shape of AP in IB cells varied significantly between the two network states. The ADP, which was prominent at RMP, decreased significantly ($p = 0.018$) during gamma oscillations. A hyperpolarizing current injection restoring the RMP did not lead to a recovery of ADP. In order to examine whether this was a network-induced effect, kainate was washed out in one IB cell. In this neuron the membrane potential returned to RMP and the ADP reappeared. There were no further differences in electrophysiological parameters between the sharp wave and gamma oscillations in IB neurons. Within the RS PC class, there was no significant variation in the recorded parameters during the two major network states (Table 8).

<table>
<thead>
<tr>
<th></th>
<th>IB</th>
<th></th>
<th></th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>sharp waves</td>
<td>gamma oscillations</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMP / MP [mV]</td>
<td>$-67.5 \pm 0.3 (24)$</td>
<td>$-59.6 \pm 0.4 (11)$</td>
<td>$0.0032$ **</td>
<td></td>
</tr>
<tr>
<td>$R_{\text{in}}$ [MΩ]</td>
<td>$85.6 \pm 1.6 (23)$</td>
<td>$99.7 \pm 3.8 (11)$</td>
<td>$0.348$</td>
<td></td>
</tr>
<tr>
<td>$\tau$ [ms]</td>
<td>$6.4 \pm 0.2 (23)$</td>
<td>$6.5 \pm 0.3 (11)$</td>
<td>$0.961$</td>
<td></td>
</tr>
<tr>
<td>AP amplitude [mV]</td>
<td>$67.5 \pm 0.4 (24)$</td>
<td>$66.9 \pm 0.7 (11)$</td>
<td>$0.870$</td>
<td></td>
</tr>
<tr>
<td>AP half-width [ms]</td>
<td>$0.9 \pm 0.01 (24)$</td>
<td>$1.0 \pm 0.01 (11)$</td>
<td>$0.073$</td>
<td></td>
</tr>
<tr>
<td>AP threshold [mV]</td>
<td>$-58.9 \pm 0.2 (23)$</td>
<td>$-59.4 \pm 0.8 (11)$</td>
<td>$0.848$</td>
<td></td>
</tr>
<tr>
<td>ADP [mV]</td>
<td>$4.7 \pm 0.2 (23)$</td>
<td>$1.1 \pm 0.2 (11)$</td>
<td>$0.018$ *</td>
<td></td>
</tr>
<tr>
<td>AHP [mV]</td>
<td>$-1.3 \pm 0.1 (24)$</td>
<td>$-2.0 \pm 0.2 (11)$</td>
<td>$0.328$</td>
<td></td>
</tr>
<tr>
<td>sag $-300$ pA [%]</td>
<td>$14.3 \pm 0.4 (22)$</td>
<td>$12.4 \pm 0.6 (11)$</td>
<td>$0.559$</td>
<td></td>
</tr>
<tr>
<td>sag $-200$ pA [%]</td>
<td>$16.2 \pm 0.4 (23)$</td>
<td>$13.6 \pm 0.6 (11)$</td>
<td>$0.453$</td>
<td></td>
</tr>
<tr>
<td>sag $-100$ pA [%]</td>
<td>$18.5 \pm 0.4 (23)$</td>
<td>$13.7 \pm 0.9 (11)$</td>
<td>$0.188$</td>
<td></td>
</tr>
</tbody>
</table>

Table 7. Electrophysiological properties of IB cells during sharp wave and gamma frequency oscillations.

Significance level indicated by asterisk (** $p \leq 0.01$; * $p \leq 0.05$).
Table 8. Electrophysiological properties of RS cells during sharp wave and gamma frequency oscillations.

<table>
<thead>
<tr>
<th></th>
<th>sharp waves</th>
<th>gamma oscillations</th>
<th>$p$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMP / MP [mV]</td>
<td>$-70.3 \pm 0.5$ (18)</td>
<td>$-65.6 \pm 0.7$ (11)</td>
<td>0.157</td>
</tr>
<tr>
<td>$R_{in}$ [MΩ]</td>
<td>$98.2 \pm 2.1$ (18)</td>
<td>$84.1 \pm 1.9$ (11)</td>
<td>0.276</td>
</tr>
<tr>
<td>$\tau$ [ms]</td>
<td>$7.0 \pm 0.2$ (18)</td>
<td>$6.4 \pm 0.3$ (11)</td>
<td>0.627</td>
</tr>
<tr>
<td>AP amplitude [mV]</td>
<td>$68.5 \pm 0.5$ (18)</td>
<td>$66.2 \pm 1.1$ (10)</td>
<td>0.573</td>
</tr>
<tr>
<td>AP half-width [ms]</td>
<td>$1.0 \pm 0.01$ (18)</td>
<td>$1.0 \pm 0.01$ (10)</td>
<td>0.743</td>
</tr>
<tr>
<td>AP threshold [mV]</td>
<td>$-56.2 \pm 0.5$ (17)</td>
<td>$-51.8 \pm 1.1$ (9)</td>
<td>0.227</td>
</tr>
<tr>
<td>ADP [mV]</td>
<td>$0.2 \pm 0.0$ (18)</td>
<td>0.0 (11)</td>
<td>0.444</td>
</tr>
<tr>
<td>AHP [mV]</td>
<td>$-3.8 \pm 0.1$ (18)</td>
<td>$-2.7 \pm 0.2$ (11)</td>
<td>0.276</td>
</tr>
<tr>
<td>sag $-300$ pA [%]</td>
<td>$6.2 \pm 0.4$ (18)</td>
<td>$7.1 \pm 0.7$ (11)</td>
<td>0.761</td>
</tr>
<tr>
<td>sag $-200$ pA [%]</td>
<td>$6.7 \pm 0.4$ (18)</td>
<td>$5.1 \pm 0.6$ (11)</td>
<td>0.599</td>
</tr>
<tr>
<td>sag $-100$ pA [%]</td>
<td>$6.7 \pm 0.4$ (18)</td>
<td>$5.2 \pm 0.4$ (11)</td>
<td>0.552</td>
</tr>
</tbody>
</table>

3.5.3 Firing Behavior

During gamma frequency oscillations, the majority of subicular IB PCs were active whereas most of the RS cells remained silent, corresponding to the observation in the sharp wave network state. 10/11 IB PCs (91%) were active during gamma frequency oscillations. Three of these active IB cells had been silent during preceding sharp waves. However, the network-induced depolarization led to a change in firing mode. Only one IB cell remained inactive during the gamma rhythm. This neuron displayed a low membrane potential of $-70.0$ mV, whereas the active IB cells had a mean membrane potential of $-58.6 \pm 0.3$ mV ($n = 10$). The silent IB cell also showed a less pronounced depolarization after the initiation of gamma oscillations of $5$ mV compared to the active IB neurons with $9.3 \pm 0.3$ mV ($n = 10$). There were no further differences. In contrast to the sharp waves, none of the IB cells burst at membrane potential without current injection ($n = 10$; Figure 20). The IB cell group still showed voltage-dependent burst behavior following current injection. Of the six IB
Results

cells that burst spontaneously and phase-locked to the sharp wave rhythm, four cells were recorded during subsequent gamma oscillations. Hyperpolarizing these cells to the RMP observed during sharp wave activity did not lead to spontaneous burst firing during gamma frequency oscillations. The majority of the RS neurons (7/11, 64%) remained silent during the gamma rhythm. Two RS cells that were silent during sharp waves changed activity mode and became active. The active RS cells (4/11, 36%) showed a lower threshold for AP initiation of $-61.3 \pm 2.7$ mV ($n = 3$) compared to the silent RS cells with $-47.1 \pm 1$ mV ($n = 6; p = 0.035$). There was no further difference in intrinsic properties.

3.5.4 Time Correlation of AP Generation

During gamma frequency oscillations, the firing pattern of the majority of IB cells (8/11, 73%) displayed a bimodal peak of AP discharge with a prominent pause of AP firing around the peak deflection of the gamma wave (Figure 20 and accumulated data in Figure 26). When depolarized above threshold, the single silent IB cell displayed a similar firing pattern and thus the data was pooled together for further analysis. As a rule, an individual IB cell discharged once per gamma cycle, either before or after the peak of maximal LFP deflection. In most IB cells, the discharge probability was slightly higher after the maximum peak of gamma than before it. There was no indication of AP doublet firing or rebound depolarization following inhibitory input from local interneurons (Cobb et al. 1995). IB cells fired with a frequency of $11.4 \pm 0.8$ Hz ($n = 6$). 3/11 active IB PCs (27%) showed a diffuse firing pattern with no clear peak of AP generation (Figure 21). There were no differences in electrophysiological properties between these two groups of subicular IB cells that could account for the different firing behavior during gamma frequency oscillations. These three IB cells were excluded from further analysis due to excessively low frequency of AP discharge.
Figure 20. Temporal correlation of the AP generation of active IB PCs during gamma frequency oscillations.

Example of an active IB cell during gamma frequency oscillations demonstrating the temporal correlation of AP generation. (left column) Simultaneous LFP (top trace in grey) and intracellular recordings (bottom trace in black) show phase-correlated discharge behavior. At membrane potential, the IB cell fires single APs in correlation to the gamma field. (center column) Cumulative spike time analysis and histogram reveal the two prominent peaks and the pause of AP generation which characterizes the typical firing pattern of subicular IB cells during gamma oscillations. The grey line indicates the maximum deflection of the gamma wave and marks time 0. (right column) Single intracellular recording cutouts (40 ms each) of consecutive triggered LFP gamma cycles illustrate the typical IB cell AP pattern for oscillatory network gamma activity together with the mean LFP trace of these recordings on top.
Results

Figure 21. Discharge of three IB PCs during gamma frequency oscillations.

Population data of three subicular IB cells plotted as a spike time histogram with no clear AP generation distribution in relation to the overlying mean gamma wave. The vertical line marks the maximum deflection of the mean gamma wave.

Most of the subicular RS cells (7/11, 64%) were silent during gamma frequency oscillations. The silent RS cells displayed mixed EPSPs/IPSPs with the excitatory component preceding the inhibitory one (n = 7; Figure 22). When depolarized above threshold, the silent RS cells showed AP firing with a firing pattern resembling the one observed in IB cells (n = 5; Figure 22 and accumulated data in Figure 26). The active RS cells (4/11, 36%) displayed the same prominent bimodal discharge distribution as observed in the inactive PCs (Figure 23) and thus the data was pooled together. Similar to IB PCs, RS neurons discharge only once per gamma cycle and there was no indication of rebound depolarization. Two RS PCs did not show a sufficient AP number for analysis and were excluded from further investigations.
Results

Figure 22. Temporal correlation of the AP generation of silent RS PCs during gamma frequency oscillations.

RS cell example recording at membrane potential (left) and after depolarizing current injection ('depolarized', right) of the same cell during gamma frequency oscillations. Simultaneous LFP (top traces in grey) and intracellular recordings (bottom traces in black) exemplify the typical phase-correlated behavior of subicular RS PCs. (left column) The intracellular recording reveals a LFP-associated PSP with an excitatory component preceding an inhibitory one as plotted in the adjacent potential analysis. (right column) When depolarized above threshold, RS cells display AP firing. The plotted spike time analysis and histogram on the right show a prominent peak of AP generation before the peak of the gamma wave followed by a pause of AP firing. The vertical line marks the maximum of LFP deflection indicated as time 0.

Thus, the majority of IB cells were active during gamma frequency oscillations, whereas the RS cells remained functionally silent. However, when depolarized above threshold, RS cells displayed the same firing patterns as IB neurons. In order to investigate the underlying network mechanism, the synaptic potentials of subicular PCs during gamma oscillations were examined. For the purpose of this analysis, all RS cells (n = 11) and only IB PCs that showed the typical bimodal distribution of AP generation at membrane potential or after depolarization (n = 8) were included.
Results

Figure 23. Firing properties of active RS PCs during gamma frequency oscillations.

Accumulated population data of active RS PCs during gamma frequency oscillations (n = 4). The firing pattern plotted as a spike time histogram reveals two prominent peaks of AP discharge before and after the overlying mean gamma wave. The distribution of AP generation resembles the one observed in the majority of IB PCs (Figure 20) and silent RS cells (Figure 22) within the subiculum during the active gamma field.

3.5.5 Synaptic Potentials

Both subicular IB and RS PCs displayed EPSPs and IPSPs that were phase-locked to the underly-
ing gamma wave. In marked contrast to the subicular sharp waves, there was no difference in the EPSP amplitude between subicular IB and RS PCs (IB: 1.79 ± 0.1 mV, n = 8; RS: 1.84 ± 0.1 mV, n = 11; p = 0.862; Figure 25). Concerning the IPSP, there was also no significant variation between the two subicular PC classes (IB: −5.36 ± 0.2 mV, n = 5; RS: −4.49 ± 0.5 mV, n = 5; p = 0.555; Figure 25). Consistent with this, the EPSP/IPSP ratio was similar for both classes of subicular PCs (IB: 0.33 and RS: 0.41). Furthermore, in contrast to the sharp wave activity, there was no prominent differences in the time to LFP peak of synaptic input between the two subicular PC classes (IB: EPSP: −2.5 ms, IPSP: −1.5 ms; RS: EPSP: −1 ms, IPSP: −0.5 ms; Figure 26).
Results

**Figure 24.** Synaptic potentials of subicular PCs during gamma network oscillations.

Intracellular recordings of excitatory and inhibitory synaptic potentials of IB (left) and RS (right) cells in correlation to the gamma rhythm with plotted analysis of mean potential deflection on each right. The LFP (top traces in grey) was recorded simultaneously with the synaptic potentials (bottom traces in black). The vertical line indicates the peak deflection of the mean gamma wave. The intracellular example traces show that EPSPS and IPSPs are phase-correlated to the gamma frequency oscillation in both subicular IB and RS PCs.

**Figure 25.** Postsynaptic potentials of subicular PCs during gamma oscillations.

There is no significant difference (ns) between the amplitude of EPSP (IB: \( n = 8 \); RS: \( n = 11 \); \( p = 0.862 \)) and IPSP (IB: \( n = 5 \); RS: \( n = 5 \); \( p = 0.555 \)) during gamma frequency oscillations.
Results

Figure 26. Synaptic potentials and firing behavior of subicular PCs during gamma frequency oscillations.

Population data of the mean of LFP and synaptic potentials (EPSP, IPSP, and PSP) and the cumulative analysis of the firing behavior (spike time histogram below) of subicular IB (left column) and RS (right column) cells. The accumulated mean gamma wave deflection is shown at the top and the vertical line marks its maximum which indicates time 0. In IB cells, the maximum cumulative peak deflection of EPSP ($n = 5$) and IPSP ($n = 5$) is reached at $-2.5$ ms and $-1$ ms prior to the peak of maximum gamma wave. In RS PCs, the EPSP ($n = 11; -1$ ms) and IPSP ($n = 5; -0.5$ ms) occur almost simultaneously within the gamma cycle. In addition, the population data for the silent RS cells ($n = 7$) aggregate a phase-locked mixed PSP with the excitatory component preceding the inhibitory one. Plotted below is the accumulated population data of the spike time histogram illustrating the bimodal peak of AP generation in both classes of subicular PCs (IB: $n = 8$; RS: $n = 9$).
Results

Figure 27. Phase distribution of APs and synaptic inhibition during sharp waves and gamma frequency oscillations.

APs (black) and synaptic inhibition (red) of IB (left) and RS (right) PCs during sharp wave (upper row, 80 ms projected time window) and gamma frequency (lower row, 24 ms projected time window) oscillations projected on a standard phase polar diagram. The oscillatory peak activity is displayed at 180°, the ascending slope encodes the lower and the descending one the higher values. The illustration of the APs is based on the cumulative AP population histograms (Figure 18 and Figure 26). The synaptic inhibition is represented by the distribution of time points for maximal deflection in the cellular cumulative IPSPs analysis (Figure 18 and Figure 26). All values are normalized to the respective maximum activity level and expressed as percentages. During sharp wave activity, the activity of IB and RS subicular cell classes is separated in the time domain illustrated by a distinct phase distribution. RS PCs (active and depolarized) show an early AP discharge pattern (n = 11) as well as an early peak of synaptic inhibition (n = 4) with respect to the IB PCs phase distribution (n = 16; n = 3, respectively). In stark contrast to this, during gamma oscillations both classes of subicular PCs reveal a similar activity pattern with two distinct AP peaks (IB: n = 8; RS: n = 9) and an intermediate prominent IPSP (IB: n = 5; RS: n = 5).
4. Discussion

The participation of subicular IB and RS cells was studied in two major oscillatory network rhythms: subicular sharp wave and gamma frequency oscillations. The two types of subicular PCs constitute a homogenous group concerning the intrinsic properties, however, they differ with regard to the active membrane characteristics. In addition to this electrophysiological dichotomy, a functional segregation between the active, participating IB and the mostly silent but potentially participating RS cells was revealed. For the IB cells, a low or moderate network activity, like the one observed in this experimental setting, seems to represent a sufficient excitatory drive during both sharp wave and gamma frequency oscillations. In stark contrast, RS PCs appear to require a high network excitation in order to participate in the generation of network oscillatory activity. Hence, the distinct activation level of the two subicular PC classes suggests a bimodal working model operating under different levels of network excitation. The results of this study suggest that a state-dependent information processing of hippocampal output is represented by the two distinct classes of subicular PCs and therefore support the idea of two parallel processing channels within the subiculum.

4.1 Electrophysiological Properties of Subicular PCs

A total of 42 subicular PCs (57.1 % IB and 43.9 % RS cells) was recorded within the subiculum. Thus, in agreement with previous observations (Behr et al. 1996; Knopp et al. 2005; Mason 1993; Mattia et al. 1993; Mattia et al. 1997a; Stewart and Wong 1993; Taube 1993; Wu et al. 2006), a higher number of IB than RS cells were encountered within the subiculum. The relative numbers of the two classes of subicular PCs show a wide range of variation in the publications (54-100% for IB and 0-41% for RS PCs). A morphological sampling study suggested a sampling bias effect and found IB cell somata to be larger in size, making them easier targets for the blind microelectrode technique (Menendez de la Prida et al. 2002). Furthermore, it is conceivable that the voltage-dependent switch in spiking mode of the IB cells may account for some of the difference in the relative number. The single spiking mode of IB PCs triggered by the depolarization of membrane potential makes the discrimination between RS cells and depolarized IB cells difficult. To prevent an error in categorization in this study, a hyperpolarizing current was applied to all cells so that bursting in IB cells could be unraveled. Additionally, by obtaining intracellular recordings from the entire span of the subiculum, this study aimed at examining and representing the subicular network as a whole and thus preventing region-dependent sample sizing errors. Some authors, however, recorded exclusively from the ventral (Greene et al. 1997; Greene and Mason 1996;
Mason 1993) or dorsal subiculum (Mattia et al. 1997a; b) so that the position of the recording electrode can account for some of the differences in the relative cell number, since the distribution of subicular PCs varies within the subiculum (see 1.2.2). These authors did not provide distinct regional borders even though a reproducible segregation is of great interest, especially because the hippocampus as well as the subiculum have been demonstrated to contain region-dependent separation of functions (Amaral et al. 1991; Fanselow and Dong 2010; Stewart 1997). During gamma frequency oscillations, the same number of IB and RS neurons was recorded in this study.

There was no difference in passive membrane characteristics, suggesting that the two subicular PC classes constitute a homogenous group concerning their intrinsic properties in agreement with previous publications (Knopp et al. 2005; Staff et al. 2000; Stewart 1997; Taube 1993). Thus, as means of discrimination, the RMP, \( R_{\text{in}} \), and \( \tau \) appear to be unreliable factors. This causes considerable discordance amongst authors (see 1.2.1). Active membrane properties such as the sag potential and the district shape of APs, the ADP and AHP, seem to constitute a more dependable parameter which also proved to be consistent across studies (Behr et al. 1996; Greene and Totterdell 1997; Menendez de la Prida et al. 2003; Stewart and Wong 1993; Taube 1993; Wu et al. 2006). Additionally, within the present study, the accommodation of AP firing differs highly significantly between IB and RS subicular PCs, suggesting that there might be a cellular difference with regard to the subtypes of ion channels involved in the generation of AP. However, apart from the fundamental eponymous ability to generate bursts of APs, none of the physiological parameters were exclusive for one subicular cell type and therefore not suited for a distinguishing categorization. This observed lack of unity might result from a further subdivision of IB cells into weak and strong bursting and of RS cells into PC with and without tonic firing adaptation by some authors (Jung et al. 2001; Knopp et al. 2005; Menendez de la Prida 2003; Menendez de la Prida et al. 2003; Staff et al. 2000). However, these observations are exclusively restricted to patch clamp studies. No subdivision within the subicular PC population was observed in this intracellular microelectrode study. This is supported by a cluster analysis performed by Graves et al. (2012) that did not find any subdivision among bursting and non-bursting cells in the subiculum and the hippocampal CA1 area. To explain a fraction of the observed discrepancy in the published data, the different species of experiment animals, including mice, rats, and guinea pigs, as well as the different experimental conditions and techniques, including patch clamp and microelectrode recordings can be taken into account. Furthermore, data from dendritic as well as somatic impalements could have been included in studies, leading to disagreeing data (Greene and Totterdell 1997). This applies especially to the blind recording techniques.
Given the very fine differences in electrophysiological properties and the high degree of uncertainty within publications, the question arises whether bursting and nonbursting subicular cells are indeed distinct cell types. Extensive in vivo studies have confirmed their existence in the intact brain (Cohen et al. 2002; Finch et al. 1988; Gigg et al. 2000; Ranck 1973; Sharp and Green 1994). Furthermore, the physiological correlate of the bursting behavior has been attributed to higher and lower Ca\(^{2+}\) currents in IB and RS cells, respectively (Jung et al. 2001). The conversion of RS cells into IB cells has been attempted by a blockade of glutamate or GABAergic receptors (Behr et al. 1996; Menendez de la Prida 2006; Panuccio et al. 2012; Staff et al. 2000) and the blockade of the I_h current (van Welie et al. 2006), all of which did not lead to burst firing in RS cells. So far, as means of pharmacological induction, only the application of a blocker of slowly inactivating D-type Na\(^{+}\) channels converted RS cell into bursting cells (Staff et al. 2000). Electrically, the application of a repeated short current injection resulted in the bursting of subicular and hippocampal RS cells; but still the exact timing of bursting differed between cell types (Graves et al. 2012). However, the same study proved in a detailed cluster analysis that bursting and non-bursting PCs are two independent, stable cell types with distinct morphological and electrophysiological properties. All evidence suggests that the dichotomy of subicular PCs can in fact be attributed to distinct electrophysiological properties leading to a physiological as well as functional dichotomy within the subicular PC class.

4.1.1 Dye Coupling in Subicular PCs

Morphologically, subicular IB and RS cells show the typical form of pyramidal neurons (Graves et al. 2012; Greene and Totterdell 1997; Taube 1993). The present study revealed one case, in which two PCs were equally well stained (see 3.3 and Figure 9). Dye coupling as a consequence of a damaged cell membrane appears unlikely, since the contours were clear and sharp. Furthermore, the electrophysiological recordings were stable so that there is no indication for membrane damage. The \(R_{\text{in}}\) of the electrophysiologically identified IB cell was consistent with the other subicular PCs, suggesting that there was no difference in the quality of impalement. In line with the hippocampal CA1 area, dye coupling was exclusively observed between IB cells (Baimbridge et al. 1991). It has been suggested that gap junctions may be the anatomical basis of both dye and electrophysiological coupling. Functionally, this suggests an electrically connected subicular IB PC network which could represent a significant feature of network generation in the subiculum.
4.2 Local Field Oscillations within the Subiculum

Within the hippocampus, the two major network states, sharp waves and gamma frequency oscillations, appear to be functionally connected, facilitating memory consolidation and storage (Bartos et al. 2007; Bragin et al. 1995; Buzsáki 1998; Colgin and Moser 2010; Zylla et al. 2013). Never coexisting, they appear to be competitive neuronal rhythms, possibly indicating the involvement of the same cellular network mechanisms in their generation. It has been suggested that the basic cellular connectivity is similar within differently oscillating networks but the alteration of channels and receptors results in the support of either one oscillatory activity or another (Buzsáki et al. 2003).

4.3 Sharp Waves in the Subiculum

Sharp waves were recorded in combined hippocampal-subicular-entorhinal-cortex slices. The sharp wave rhythm appeared spontaneously without chemical or electrical stimulation (Wu et al. 2006). The lack of cortical cholinergic input due to the preparation technique might serve to explain the spontaneous occurrence of sharp waves in vitro (Buzsáki et al. 1989; Kubota et al. 2003). However, it had been suggested that in thin (< 500µm) hippocampal slices, sharp waves cannot be consistently recorded due to a lack of interneuronal connections (Wu et al. 2005b). Thus, a thicker preparation method was recommended to preserve the network connectivity. However, in this study, it could be demonstrated that sharp waves are present in thin acute slice preparation (400 µm) within the subiculum. The subicular sharp waves observed were similar in terms of amplitude, frequency, and polarity to the sharp wave activity recorded within the thick murine subicular slices (Wu et al. 2005b; Wu et al. 2006), to the ones in the hippocampal CA1 area (Maier et al. 2003; Wu et al. 2002), and to the ones observed in vivo (Buzsáki et al. 1992; Chrobak and Buzsáki 1996; Csicsvari et al. 1999; Maier et al. 2011; Ylinen et al. 1995). Sharp waves with both negative and positive polarities were observed within the subiculum in agreement with previous observations (Wu et al. 2006).

4.3.1 Cellular Participation in the Spontaneous Sharp Wave Rhythm

During the spontaneous sharp wave rhythm, the majority of RS PCs remained functionally silent without AP generation, whereas subicular IB cells fired bursts or single AP in correlation to the extracellular field. There was no significant difference in frequency or power of field sharp waves that could account for the different activity and firing behavior of the two recorded PC classes. IB cells received significantly higher excitatory input compared to RS PCs. RS cells, on the other
hand, received pronounced inhibition, resulting in a pause in AP firing when depolarized above threshold. These differences are reflected in the EPSP/IPSP ratio. There was no significant difference in the membrane potentials between IB and RS PCs. In contrast to this, the membrane potential between active and inactive cells within the IB and RS cell groups varied significantly. The minority of IB cells was silent during subicular sharp waves and displayed a significantly more hyperpolarized membrane potential than the functionally active IB cells. The same applies to the RS PCs, the non-participating silent cells featured a more hyperpolarized membrane potential than the active minority of RS cells. It appears that within the PC classes, the state of excitation is crucial for the participation of the individual cell within the sharp wave network rhythm.

A segregation of participating and non-participating neurons, similar to the one discovered between subicular IB and RS cells, has been observed within the CA1 hippocampal region (Bähner et al. 2011; Maier et al. 2003). Within the CA 1 area, the majority of hippocampal PCs receives inhibitory input, preventing AP firing at the peak of the sharp wave activity while the minority of PCs is active and fires phase-coupled to the field. The strong inhibition acts to synchronize PC firing and in its summation represents the extracellular sharp wave rhythm (Maier et al. 2003). Given the fact that the intrinsic properties of CA1 cells do not differ significantly from subicular PCs and the synaptic components in the CA1 and subicular area rely on the same neuronal receptors, glutamatergic AMPA and inhibitory GABA<sub>A</sub> receptors, respectively (Maier et al. 2003; Wu et al. 2006), a similar network mechanism can be hypothesized for the subiculum. In this context, it is interesting to note, that CA1 cells were found more likely to fire bursts of AP during the SWR rhythm than in its absence (Buzsáki et al. 1992). In the present study, bursting firing was phase-locked to the subicular sharp waves, possibly suggesting that bursting represents an essential mechanism for sharp wave generation within the subiculum as well as the hippocampal areas. Furthermore, this might indicate that the cellular dichotomy and distinct activity pattern in the subiculum represent a strategy for information processing.

There were individual neurons that showed a firing pattern different from the majority of their PC class. Within the IB group, the majority of cells fired phase-locked to the sharp wave peak, whereas a minority was inhibited at the peak of sharp wave deflection. These cells also showed a significantly lower sag potential and a higher τ than the majority of the IB cell group. In contrast, the majority of RS cells showed a prominent pause in the vicinity of the sharp wave peak, whereas a minority showed phase-correlated AP generation. As a biological system, the participation of the individual PC classes seems to show some variability. It appears that the electrophysiological affiliation with a PC class does not automatically determine the functional participation in local
network rhythms. Instead, this seems to be dominated by the synaptic connectivity of the cell group within the cellular network. In support of this, atypically located RS cells deep in the subicular cell layer were found to show the same electrophysiological properties as the RS PCs in the typical superficial location (Greene and Mason 1996). However, depending on the position within the cell layer, the axonal distribution of subicular PCs varies, which can affect the synaptic connectivity within the subicular network (see 1.2.2). Consequently, the position of the cell can influence the firing pattern and activity mode of the cell. Furthermore, the participation in a functional system seems to influence, or to be influenced by, the electrophysiological properties of the participating cells as demonstrated by the group of IB cells that showed less pronounced sag potential and $R_{in}$ and exhibited a phase correlation diverging from the majority of subicular IB cells. In this context, it would be interesting to examine whether atypically located RS and IB cells show an atypical firing pattern during sharp wave activity in the subiculum. However, the exact position of the recorded cells within the subicular cell layer was not examined within this experimental study so that this might represent a goal of future studies.

In addition to the morphological observations (Greene and Totterdell 1997; Harris et al. 2001), the different connectivity of subicular IB and RS cells within the subiculum is supported by the distinct synaptic input received during sharp waves. The subicular IB cell group receives significantly higher excitatory input than the RS PCs (Figure 16 and Figure 17). This input was received almost simultaneously within IB and RS cell groups, eliminating the possibility that the active and participating IB cell class activates the silent RS cell group through synaptic excitation. The peak of aggregated IPSPs, on the other hand, occurred earlier in RS cells than in IB cells parallel to the earlier peak in the spike time histogram (Figure 27). This altogether suggests that RS cells receive a different set of synaptic inputs. In conclusion, the distinct activity mode and firing pattern as well as the divergent amplitude of EPSPs and the time delay of IPSP in IB cells suggest the existence of distinct subicular input structures, even though there has been no evidence for this so far (Stewart and Wong 1993; Taube 1993). Considering that SWR oscillations are believed to represent behavioral relevant activation of neuronal assemblies in a time compressed manner (O'Neill et al. 2006), the distinct neuronal activity pattern of subicular IB and RS cells segregated in the time domain of the sharp wave rhythm is an important clue for a task-related differentiation of the two classes of subicular PCs.
4.4 Gamma Frequency Oscillations in the Subiculum

Network oscillations in the gamma frequency range were recorded within the subiculum and intracellular recordings of 11 IB and 11 RS cells were made simultaneously with the local network rhythm. The firing behavior and the phase correlation to the LFP were examined and compared with the observations made during preceding sharp waves.

4.4.1 Gamma Oscillation Induced Changes of Electrophysiological Properties of PCs

After the initiation of gamma frequency oscillations, IB cells depolarized significantly more than RS cells (Figure 19). Both types of subicular PC classes showed stable electrophysiological properties throughout the experimental protocol so that there were no signs of deterioration of recording conditions or higher susceptibility to damage induced cell death of one of the subicular PC classes (see 3.5.2). Thus, the recordings conditions remained stable and valid allowing a comparison between the network states. The depolarization of membrane potential in IB cells caused a change of firing mode, field-correlated burst firing was no longer present. The ceasing of bursting cannot, however, be attributed to the mere depolarization of membrane potential as observed during sharp wave activity, since it was not reversible when hyperpolarizing the membrane potential to values of the RMP. The discontinuation of spontaneous burst firing during the gamma wave might reveal distinct operational mechanisms of information processing during sharp wave and consecutive gamma frequency oscillations within the subiculum. The amplification capability of IB cells appears to be essential for the sharp wave rhythms and presumably for the generation of the ripple component, but it seems not to be crucial for gamma oscillatory activity, at least under *in vitro* experimental conditions. In addition, the prominent ADP in IB cells vanished in the active gamma network and could not be restored by hyperpolarization. This might be attributed to a change in ion channel conductance in subicular IB cells triggered by the activation of the gamma field rhythm, since it was not reversible by hyperpolarization to RMP values. Following the imitation of the gamma rhythm, a reduction of membrane sag potential was observed in both IB and RS subicular PCs. This can be attributed to the application of the same recording protocol during sharp wave and consecutive gamma oscillations. Since the cells were less depolarized at RMP during sharp waves, the influence of the injected current within the IV curve-protocol resulted in a more pronounced sag potential, especially because the input resistance remained unchanged.

The pronounced depolarization of membrane potential in subicular IB PCs during gamma network oscillations results in a higher excitability of IB cells within the active network. This is supported
by the observation that the application of the cholinergic agonist carbachol (30-100 µM) in a concentration sufficient to induce gamma frequency oscillations in the hippocampus (20µM, Fisahn et al. 1998) leads to membrane depolarizations and plateau potentials in IB cells (Kawasaki et al. 1999). Kawasaki and colleagues did not record local field activity but noticed an increase in IB intrinsic cell excitability. Under physiological conditions, acetylcholine functions as a neuromodulator within the mammalian brain. The induced effects were attributed to intrinsic changes within the IB neurons mediated by a Ca\(^{2+}\) dependent nonselective cationic conductance and were not influenced by glutamate and GABA receptor antagonists. Furthermore, the activation of the local field network in the theta frequency range triggered by carbachol also resulted in a depolarization of membrane potential in IB cells, while RS cells were not recorded (D'Antuono et al. 2001). The observed effects appear to be triggered by a change in network activity mediated by carbachol or kainate within the intact brain. Within subicular IB cells, intrinsic mechanisms appear to be activated, resulting in an increased cellular excitation expressed by a stronger depolarization, distinguishing IB from RS cells. This indicates that the cellular dichotomy within the subiculum represents an information processing mechanism that aims to modulate input differently. In accordance with these observations, the results of this study indicate that the electrophysiological as well as functional dichotomy arise from distinct cellular mechanisms triggered by a network-dependent process.

To some extent, the effects distinguishing the subicular PC population could result from a cell type-specific variation regarding the number of kainate receptors or a receptor location closer to the soma. However, to date, there exists no indication for such differences (Gigg et al. 2000; Harris et al. 2001; Taube 1993). It is also possible that the glutamate receptor subtype varies within the subicular PC class administering a stronger effect on the IB cell class. It has been shown that the glutamate receptor subunit 6 in the somatodendritic regions of both hippocampal interneurons and pyramidal cells is responsible for the oscillogenic as well as epileptogenic effects of kainate (Fisahn et al. 2004). To date, there are no studies examining the number, density, and subunits of kainate receptors on subicular PCs. The molecular details of cellular differences between the subicular PC classes represents an interesting and challenging target for future studies.
4.4.2 Cellular Participation in the Gamma Network Oscillation

The functional dichotomy of IB and RS PC was retained during subsequent gamma frequency oscillations. There was no significant difference in frequency or power of gamma oscillations during the recordings of IB and RS PCs. The majority of subicular IB PCs displayed a bimodal distribution of firing probability within a gamma cycle, the synaptic inhibition essentially shaping the output pattern (Figure 27). In contrast to the distinct firing pattern during the subicular sharp wave rhythm, the same firing pattern was displayed by RS cells when depolarized above threshold. This suggests that a higher level of network excitation is necessary to activate the subicular RS cells to participate in the network activity. In contrast to the sharp wave rhythm, however, the distinct activity pattern of subicular IB and RS PCs during gamma oscillations cannot be attributed to a different strength of synaptic input (see 3.5.5.). Within a cellular network consisting of PCs and interneurons, the interaction of synaptic input with intrinsic conductance can be sufficient to synchronize cell assemblies into gamma oscillatory frequency (Cobb et al. 1995). This suggests that the influence of interneurons on PCs can be altered depending on the intrinsic properties. In this way, the distinct network-induced alteration of intrinsic mechanisms could result in cellular processes leading to different firing behavior and consequently to a cell-type specific alteration of subicular output.

In stark contrast to sharp wave activity, all but one subicular IB cell was active in the gamma rhythm. The discharge frequency of the active subicular IB cells was slightly higher than described for hippocampal PCs in the CA3-CA1 circuit (Gloveli et al. 2005a; Hájos et al. 2004). This might be attributed to the relatively high depolarization of IB cells during the active gamma field. A minority of subicular IB PCs did not show the prominent bimodal peak of AP generation but diffuse AP generation instead (Figure 21). There were no differences in intrinsic properties between the two IB cell groups. These cells had participated within the subicular sharp wave rhythm exhibiting the typical phase-locked AP generation. It is possible that owing to the orientation of slice preparation, intercellular connections were cut so that the participation of these IB PCs in the gamma rhythm was impaired. Unlike the situation during sharp waves, silent and active RS PCs showed a comparable level of membrane potential, however, the threshold for AP generation was lower in active compared to silent RS PCs. Thus, in addition to the membrane potential, the AP threshold might act as a selection mechanism to identify cells to participate in the network rhythm.
So far, there exists only a very limited number of studies that examine the oscillatory properties of the subicular network and the firing features of subicular PCs during gamma frequency oscillations. The subicular gamma rhythm has been induced tetanically (Colling et al. 1998; Stanford et al. 1998). Following pulsed current injections, IB cells answer with AP doublets whereas RS cells fire rarely (Stanford et al. 1998). There was no indication of doublet or rebound firing in subicular PCs during the present experimental setting. Electrically induced oscillations differ from chemically induced ones with respect to the occurrence of large transient population events and spike doublets within stimulated single neurons which seem to result from an unphysiologically strong tonic depolarization of both PCs and interneurons (Colling et al. 1998; Stanford et al. 1998; Traub et al. 2000; Whittington et al. 1997). The manifestation of spike doublets appears therefore to represent a phenomenon attributed to the experimental protocol and does not necessarily contain physiological or functional implications. In a more recent study, Jackson et al. (2011) recorded spontaneous theta-coupled slow and fast gamma within the subiculum after complete hippocampal preparation. The firing of both subicular RS cells and interneurons was found to be phase-locked to the local field, whereas IB cells were selectively excluded from the study. However, a segregation of subicular IB and RS cells during gamma oscillations might prove difficult since IB cells do not fire bursts but rather single APs during gamma frequency oscillations in the subiculum (see 3.5.3). This study is the first to examine pharmacologically induced gamma frequency oscillations and to investigate the participation of both subicular PC classes.

### 4.5 Distinct Participation of Subicular PCs in the Oscillating Subicular Network

Cellular assemblies constitute a transiently stable network that generates oscillatory activity, the composition of participating neurons is variable due to dynamic recruitment (Menendez de la Prida and Gal 2004; Zylla et al. 2013). Within the subicular PC group, an electrophysiological and functional dichotomy is apparent during sharp waves and gamma frequency oscillations. The question arises how single subicular cells are selected to participate within an active network and how cells are selectively silenced.

#### 4.5.1 Selection Mechanisms of Cells to Participate in the Network Rhythm

It is generally accepted that neurons with the strongest synaptic connectivity are selected to participate in a network by inhibition through a winner-take-all process on a single cell level (Chrobak and Buzsáki 1996). It has been demonstrated, however, that within a single gamma cycle, only a fraction of cells is dynamically selected for participation (de Almeida et al. 2009). These cells display maximal excitation within their cellular reference group so that cells that are active but
comparably less depolarized do not participate in the network rhythm. During gamma oscillations, the dynamic interaction between PCs and interneurons synchronizes cells through feedback inhibition and selects cells to participate through interaction with excitation (Bartos et al. 2007; de Almeida et al. 2009; Fisahn et al. 1998; Fries et al. 2007; Mann and Paulsen 2007). The degree of excitation can be influenced by intrinsic properties, synaptic connectivity, and receptor distribution, making the selection mechanism a network process rather than a mechanism on a single cell level. During subicular sharp waves, it appears that the different strength of synaptic excitation between subicular IB and RS PCs contributes to the difference in activity mode. The time delay of inhibitory input suggests that subicular PC classes receive distinct synaptic input. This is supported by the different firing pattern of subicular PCs during sharp wave activity. In stark contrast to this, there is no difference in synaptic input during subicular gamma oscillation between the two subicular PC classes. However, the initiation of the gamma rhythm leads to a significantly more pronounced depolarization and thus activation in IB compared to RS PCs possibly by an interaction with intrinsic properties. Both subicular PC classes expressed the same firing pattern, however the RS cells are silent at membrane potential. Consequently, the subiculum seems to operate in two different working modes depending on the level of cellular excitation. Under the influence of low or moderate network excitability, like the one observed in this study, the network oscillations appear to be mainly based on the IB cell class, while RS cells can potentially participate in a specific and independent manner when sufficiently depolarized. This additional excitatory network drive might arise from higher general excitation of the subiculum mediated through excitatory inputs independent of IB cells. In line with this suggestion, the phase-coherent RS cell activity during spontaneous slow and fast gamma activity in the complete hippocampal preparation (Jackson et al. 2011) could be attributed to a higher degree of subicular network excitation in the experimental setting. Furthermore, during the spread of epileptic activity within the subiculum, not only IB but also RS cells were found to be involved in the population activity in an in vitro epilepsy model (Menendez de la Prida and Gal 2004). A subset of IB cells were found to recruit other IB cells, RS PCs, and subicular interneurons exhibiting a leader-follower mechanism. The leading IB cell group did not consist of the same cells during each epileptic burst but participating cells were recruited dynamically. As a cell class, however, the dichotomy of subicular PCs was prominent with IB PCs holding the leading position and RS cells representing the follower population (Menendez de la Prida and Gal 2004). In accordance with this, in human epileptic tissue, a
subgroup of subicular PCs acted as pacemaker cells, however, these cells were not further classified (Cohen et al. 2002). Altogether, the specific conditions of cellular recruitment within the subiculum needs further investigation.

It remains unclear which intracellular mechanisms are involved in influencing the interaction between subicular PCs and the modulation of network rhythms. One of the few consistent differences between the subicular PC classes is the $I_h$ current which determines the intrinsic properties and RMP of neurons (Pape 1996). However, the $I_h$ current appears not to be involved in the recruitment for the SWR rhythm (Kranig et al. 2013). Within the hippocampal CA3 area, it has been demonstrated that the selective participation in the SWR rhythm is associated with the distance to the place of initiation (Ellender et al. 2010). This supports the assumption that the strength and temporal correlation of synaptic inputs influence the participation of single subicular PCs in the sharp wave activity. In a computational model of theta and gamma oscillations, on the other hand, the $I_h$ current plays a significant role in tuning these network rhythms within the hippocampus by influencing the excitability of participating neurons (Neymotin et al. 2013). Also, it has been shown to change in line with the preferred oscillatory frequency of interneurons in the epileptic hippocampus (Dugladze et al. 2007). IB PCs express a larger $I_h$ current than RS cells with no difference in $I_h$ properties (van Welie et al. 2006). The hyperpolarization-activated current has been demonstrated to determine a cell’s RMP, input conductance, and length constant as well as dendritic integration, thereby regulating the reaction to excitatory and inhibitory synaptic inputs (Pape 1996; Robinson and Siegelbaum 2003). In this way, IB PCs have been demonstrated to be better suited to discriminate input in the gamma frequency range displaying less temporal summation than RS PCs (van Welie et al. 2006). Considering the greater $I_h$ current in IB PCs, it is surprising that there was no difference in RMP between the two types of subicular PCs. This might indicate that there are other voltage gated and leaky conductances or a difference in tonic inhibitory control that differ between subicular cell types (Panuccio et al. 2012; van Welie et al. 2006).

Without network activation, IB PCs have been shown to receive more prominent tonic inhibition compared to RS PCs (Panuccio et al. 2012). The stronger tonic control over IB cells appears paradoxical in the context of their active participation in local network mechanisms. However, the inhibitory control might serve to keep IB cells at the membrane potential necessary for burst initiation rather than tonic AP firing (Panuccio et al. 2012). This results in a potentiation of their firing impact rather than a decrease in excitability. It is possible that the difference in tonic control is mediated by distinct subtypes of GABA$_A$ receptors or different classes of interneurons targeting the two types of subicular PC classes (Panuccio et al. 2012). Recently, it has been shown that
subgroups of parvalbumin-positive basket cells distinguish between CA1 PCs, preferentially targeting cells based on their output connectivity and localization within the cell layer and receiving output- and location-specific excitation in turn (Lee et al. 2014). This results in a heterogeneous interneuron-PC microcircuit. A target specificity of subicular interneurons might explain the distinct network behavior of IB and RS PCs. If IB cells exhibited a stronger excitation of subicular interneurons which in turn preferentially targeted RS cells, this would result in the silencing of RS during network activity. So far, however, very limited information exists concerning subicular interneurons, their connectivity, and physiological properties.

In a network model, it has been demonstrated that bursting cells are able to recruit excitatory and inhibitory neurons into an activity state acting as the initiator for oscillatory activity (Traub et al. 1989). Network activity can then be generated solely based on intrinsically and rhythmically oscillating pacemaker neurons. The \( I_h \) current is thought to be involved in the generation of spontaneous pacemaker activity of the hippocampal str. oriens interneurons and in the rhythmogenic thalamocortical network (Pape 1996; Robinson and Siegelbaum 2003). The \( I_h \) channel is activated during the repolarization of AP, the rebound depolarization supported by low-voltage-activated \( \text{Ca}^{2+} \) currents results in the firing of subsequent spikes. In the neocortex, a PC dichotomy of fast rhythmic bursting cells and RS cells is apparent. Fast rhythmic bursting cells have been accorded a critical role in the neocortical rhythmogenesis (Cunningham et al. 2004). In the visual cortex, these cells can generate gamma oscillations based solely on their intrinsic conductance properties, whereas RS cells exhibited sparse firing (Cunningham et al. 2004; Gray and McCormick 1996). The neocortex and the hippocampus share similar neuronal structures, including interneurons, gap junctions, and AMPA and GABA\(_A\) receptors necessary for the generation of kainate-induced gamma oscillations. Subicular IB cells share some of the properties of neocortical bursting neurons. They express a strong \( I_h \) current and voltage-activated \( \text{Ca}^{2+} \) conductance which can induce rhythmic pacemaker activity and are also thought to be connected via gap junctions (Harris et al. 2001; Pape 1996; Robinson and Siegelbaum 2003). Furthermore, during epileptic discharges within the subiculum, IB cells resume a pacemaking role (Funahashi et al. 1999; Harris and Stewart 2001a; b; Menendez de la Prida and Gal 2004). However, there are also striking differences between the neocortical and subicular bursting neurons and their participation in network oscillations. Within the neocortex, bursting cells were found to answer a gamma wave either with single or multiple APs, which was observed only after tetanic stimulation within the subiculum (Colling et al. 1998; Stanford et al. 1998). Also, the neocortical gamma rhythm depends on electric coupling between fast rhythmic bursting cells among each other as well as with the axons of cortical RS
neurons. There is no indication of this in the subiculum. For future experiments, a further examination of similarities and differences between cortical and subicular bursting neurons might prove expedient to further investigate the propensity of network generating structures within the brain.

4.6 Subicular Network

It has been demonstrated that the subiculum is capable of generating sharp wave and gamma frequency oscillatory activity in isolation (Eller et al. 2015; Jackson et al. 2011; Wu et al. 2006). So far, there exists very little information about the underlying intrinsic mechanisms.

Anatomically, there are two streams of information flow through the hippocampal formation. The long hippocampal processing loop passes through the EC, DG, CA3, and CA1 area of the hippocampus to terminate in the subiculum. In addition, there exists physiological and anatomical evidence for shorter reciprocal circuits between the PrS and the subiculum (Funahashi et al. 1999; Funahashi and Stewart 1997), the CA1 area and the subiculum (Harris and Stewart 2001a; b), and the EC and the subiculum (Gigg et al. 2000). Interestingly, the reciprocal connection with the LEC has been shown to exclusively involve subicular IB PCs (Gigg et al. 2000). The bursting answer appears to be frequency-dependent in this context. The higher the frequency of excitatory input the less likely the IB cell is to answer with a burst of AP (Cooper et al. 2005), which again suggests state-dependent information processing. Furthermore, there have been indications that in addition to the anatomical there exist two parallel functional streams of hippocampal information flow conducted by the IB and RS cells of the hippocampal CA1 area and the subiculum (Graves et al. 2012). The present study appears to confirm the existence of two information streams within the subiculum involving the two distinct classes of subicular PCs. There seems to exist a functional separation between the active, participating IB and the predominantly silent RS cells dependent on the level of subicular network excitation. The role of the RS cells must not be underestimated. Remote from the AP threshold, subthreshold fluctuation can enhance synchronization through shifts in spiking times influencing synaptic plasticity and information processing (Ermentrout et al. 2008). Within the suggested bimodal working model of the subiculum, RS cells might play a crucial role in sustaining the network activity after its initiation following a sufficiently strong excitation (Menendez de la Prida 2006; Stewart 1997; Stewart and Wong 1993). It has been demonstrated that CA1 bursting cells are most likely connected to subicular RS cells and vice versa (Jarsky et al. 2008). Therefore, the strong afferent input, necessary to active subicular RS cells, might be achieved by a discharge of bursts of APs by hippocampal CA bursting cells. Functionally, the distinct activation of RS PCs might be necessary for separating specific memory traces and spreading
them to different brain regions than those targeted by the subicular IB cell class (Naber and Witter 1998; Stewart 1997). By binding different parts of perception together, the gamma rhythm is involved in memory processing. Each item is encoded on a different gamma subcycle nested within low-frequency oscillation (Lisman and Idiart 1995). The distinct and dynamic combination of active cells on each gamma cycle might therefore represent different items of perception processed for memory storage. The intrinsic ability of IB cells to fire bursts of AP can, in addition, ensure a higher probability of transmitter release at the synapses and a possible long-term potentiation or depression (Lisman 1997). The dichotomy of cellular participation and activation of the subicular IB and RS suggests a state-dependent information processing of hippocampal output within the subiculum.

The afferent fibers that reach the subiculum are not restricted to the pyramidal cell class but they contact local subicular interneurons as well (Finch and Babb 1980; Finch et al. 1988; Gigg et al. 2000). Feedforward inhibition has been suggested to play a role in the subicular network mechanism (Menendez de la Prida 2006; Menendez de la Prida and Gal 2004). GABAergic interneurons were found to give long-range projections from the CA1 area to the molecular layers of the subiculum and perisubicular area (Klausberger and Somogyi 2008). Thus, the afferent subicular connection might target both the PCs and the interneurons. Aiding in the rousing of the active network structures, the feedforward activation of the inhibitory cells could serve to alert and time the cellular network prior to the activation of the excitatory network. In this study, combined entorhinal-hippocampal-subicular slices were prepared so that the external input onto the subicular network cannot be excluded. However, in previous studies it was demonstrated that the subiculum is capable of generating the sharp wave rhythm as well as oscillations in the theta and gamma frequency range in isolation devoid of external input (Eller et al. 2015; Jackson et al. 2011; Wu et al. 2006). This suggests that the entorhinal and hippocampal input onto subicular PCs and interneurons might activate and accelerate the generation of synchronized cellular activity within the subiculum but is not necessary for its generation since the underlying intrinsic structures of the subiculum are capable of generating and maintaining cellular oscillations independently. The different EPSP amplitudes and the time delay in inhibitory synaptic contacts of IB and RS cells during subicular sharp wave activity (see 3.4.3 and Figure 18) as well as the simultaneous synaptic excitation and inhibition during gamma frequency oscillations (see 3.5.5 and Figure 26) indicate that the subicular PCs differ with regard to their synaptic contacts which exhibit significant impact on intracellular mechanisms, resulting in a distinct firing pattern and participation in the oscillatory network.
Interconnected cellular assemblies are capable of producing synchronized activity, intrinsically suggesting that an interconnected network is likely to exist within the subiculum (Miles and Wong 1986; 1987). This has been supported by studies examining the spread of synchronized epileptic activity within the subiculum (Behr and Heinemann 1996; Funahashi et al. 1999; Harris and Stewart 2001a; b; Menendez de la Prida and Gal 2004). Furthermore, there has been morphological and electrophysiological evidence of cellular connections between subicular PCs (Harris and Stewart 2001a; Harris et al. 2001). However, during paired recordings of subicular PCs, Wu et al. (2006) could not confirm any intercellular connections between recorded neurons. This might be due to the small number of intracellular contacts and recorded neuron pairs. Within the subiculum, the inhibitory network appears to have a strong influence on the bursting behavior with the ability of single IPSP to delay, prevent, and reset bursting in IB cells (Menendez de la Prida 2003; Stewart 1997). A network of mutually interconnected interneurons can effectively synchronize PC firing via inhibitory synaptic contacts phase-correlating cell firing and subthreshold oscillations (Bartos et al. 2007; Cobb et al. 1995; de Almeida et al. 2009; Whittington et al. 1995). Antidromic stimulation of the CA1 area results in subicular excitation followed by a prolonged inhibition, suggesting that activated PCs excited interneurons which results in an inhibition of AP firing (Gigg et al. 2000). In the context of the active network, interneuron subgroups serve distinct functions (Buhl et al. 1994; Klausberger and Somogyi 2008). The interaction between perisomatic targeting basket cells and PCs via a feedback mechanism has been linked to the generation of gamma frequency oscillation within the hippocampus (Bartos et al. 2007; Buzsáki and Wang 2012; Fisahn et al. 1998; Fries et al. 2007; Mann and Paulsen 2007). A network of interneurons can be activated through glutamatergic synapses of PCs or electric coupling via gap junctions (Bartos et al. 2007; Traub and Bibbig 2000; Traub et al. 2003). In addition to their synchronizing function, the interneurons were found to assist in selecting PCs that participate in the SWR oscillations (Ellender et al. 2010). The loss of GABAergic inhibition within the subiculum has been associated with temporal lobe epilepsy (Cohen et al. 2002; Knopp et al. 2008).

Electric coupling between interneurons and PCs (Hormuzdi et al. 2001; Schmitz et al. 2001) has been attributed an essential role in the generation of synchronized cellular activity. Gap junctions between the axons of pyramidal cells were found sufficient to induce and maintain high frequency oscillations such as are superimposed on slow potential waves during hippocampal SWR oscillations (Draguhn et al. 1998; Maier et al. 2002; Maier et al. 2003; Schmitz et al. 2001; Traub and Bibbig 2000; Traub et al. 1999). During gamma frequency oscillations, axonally coupled pyramidal neurons can generate sustained network oscillations, whereas the dendritic interneuronal gap
junctions act to tighten and sharpen the synchrony of rhythmic cell firing (Bartos et al. 2007; Traub et al. 2000; Traub et al. 2003). Ectopic APs, generated not in the soma but in the pyramidal cell axons, have been suggested to be essential to triggering glutamatergic excitation in the inhibitory cellular network and thus driving the network oscillations (Traub et al. 2000). It has been shown that these ectopic APs do not propagate back into the soma prevented by axo-axonic cells so that the axonal AP frequency might be greater than the one in the soma (Dugladze et al. 2012). Furthermore, gap junctions might play a role in the recruitment of cells during network activity. In the hippocampal CA1 region, the complex role of inhibition and the generation of ectopic spikes within PCs was found responsible for the activation of participating cell groups during SWR oscillation (Bähner et al. 2011). Mediated by GABA_A receptors, interneurons suppress noisy background activity by intense perisomatic inhibition and thus ensure a sparse firing activity of PCs and at the same time facilitate ectopic ripple-coupled AP generation in distal axonal compartments. Electrical coupling between subicular IB cells might result in the selection for network participation. In support of this, dye coupling as the morphological correlate of gap junctions (Baimbridge et al. 1991) has been observed exclusively between subicular IB PCs. The scarcity of dye coupling encountered in hippocampal pyramidal cells in the present study and in previous publications might be due to the sparse connectivity of less than two synaptic contacts per axon (Traub et al. 1999). More recent studies challenge the involvement of electrical synapses in the generation of the fast ripple component (English et al. 2014; Stark et al. 2014). In the CA1 area of the behaving mouse, they found that the interaction between cellular inhibition and excitation and thus the mechanism of shunting contributes the generation of fast network oscillations arguing against the role of ectopic APs.
Discussion

4.7 Limitations

As a result of the categorization of subicular PCs into IB and RS cells and then further into active, participating and silent, non-participating neuronal groups, the number of recorded PCs in each group was relatively small. A greater sample size can provide a more general approach to the electrophysiological and functional dichotomy of the subiculum, possibly clarifying the still existing discordance concerning the electrophysiological properties of subicular PCs. Furthermore, exclusively horizontal hippocampal slices were examined in this study. Resulting from the columnar organization of the IB and laminar arrangement of the RS axons, a different slice orientation seems necessary in order to examine the functional involvement of subicular RS cells more closely. In this context, a detailed analysis of the histological and morphological organization of the subiculum can provide a clarifying insight into the cellular connectivity within the individual subicular PC classes and between them and the subicular interneurons. The phenomenon of dye coupling has been observed only once in this study, possibly due to the limited number of morphologically identified cells. For future studies, a further examination of the existence of electrical synapses might be interesting for a more detailed understanding of the subicular microcircuit. The\textit{in vitro} model of kainate-induced gamma oscillations was applied in this setting. As the properties of network oscillations are influenced by the different means of initiation mechanisms, each representing distinct features of the oscillations in the intact brain (Bartos et al. 2007), the pharmacological induction of subicular gamma oscillations by carbachol or the metabotropic glutamate receptor agonist represents an additional experimental tool to examine the cellular mechanisms involved in a detailed fashion.

As a complex physiological structure, the hippocampal formation, including the subiculum, holds many challenges for the electrophysiological experiment. The present study aims at identifying the distinct behavior of subicular IB and RS cells during the two main states of network activity. The results of this study indicate the existence of two distinct information processing streams within the subiculum represented by the two classes of subicular PCs. Further analyses of the underlying intracellular mechanisms are necessary to reveal the operational processes that influence the neuronal participation in the network rhythms. Additionally, the level of network excitation appears to play a crucial role in the recruitment and participation of subicular PCs. In this context, a more detailed examination of the distinct input structures of the subicular PCs has not yet been conducted but appears crucial to understanding the suggested bimodal working model. Altogether the subicular neuronal and functional dichotomy still holds many uncertainties that are subject to further intensive research.
4.8 Conclusion

Based on the distinct target areas, firing behavior, electrophysiological properties, and pharmacological modulation (Greene et al. 1997; Greene and Mason 1996; Jung et al. 2001; Kintscher et al. 2012; van Welie et al. 2006), it has been assumed that subicular IB and RS PCs constitute parallel pathways presumably processing distinct modalities of information. With regard to this, this study is the first to examine the involvement and participation of the two classes of PCs during the successive network states of sharp wave and gamma frequency oscillation within the subiculum. In the light of these network activities, the cellular basis of the subicular microcircuit was investigated and there were functional implications of information processing within the subiculum. The two types of subicular PCs showed fundamentally different activity levels during both network states. The functional dichotomy of participating, active subicular IB and predominantly silent RS PCs appears to result from a bimodal working model dependent on the strength of network excitation. Consequently, as a result of recruitment of different cell types in a task-specific manner, the information processing within the hippocampal output structure appears to be more complex than initially assumed. Therefore, further investigations are needed in order to gain a fine scale typology. In this context, the applied in vitro model makes it possible to investigate different network activity on a cellular level and appears to be a valuable tool for such scientific questions.

As a consequence of investigating and examining the complex subicular information processing system, it might be possible to gain an insight into neurological disorders such as epilepsy and schizophrenia that root within the hippocampal formation. Patients might benefit from the development of new target areas for medical treatment as a result of a better understanding of the underlying mechanisms.
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