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Abstract

Bounding boxes are used in many applications for simplification of point sets or complex shapes. For example, in computer graphics, bounding boxes are used to maintain hierarchical data structures for fast rendering of a scene or for collision detection. Additional applications include those in shape analysis and shape simplification, or in statistics, for storing and performing range-search queries on a large database of samples.

A frequently used heuristic for computing a bounding box of a set of points is based on principal component analysis. The principal components of the point set define the axes of the bounding box. Once the axis directions are given, the dimension of the bounding box is easily found by the extreme values of the projection of the points on the corresponding axis. Computing a PCA bounding box of a discrete point set in \( \mathbb{R}^d \) depends linearly on the number of points. The popularity of this heuristic, besides its speed, lies in its easy implementation and in the fact that usually PCA bounding boxes are tight-fitting.

In this thesis we investigate the quality of the PCA bounding boxes. We give bounds on the worst case ratio of the volume of the PCA bounding box and the volume of the minimum volume bounding box. We present examples of point sets in the plane, where the worst case ratio tends to infinity. In these examples some dense point clusters have a big influence on the directions of the principal components, and the resulting PCA bounding boxes have much larger volumes than the minimal ones. To avoid the influence of such non-uniform distributions of the point sets, we consider PCA bounding boxes for continuous sets, especially for the convex hulls of point sets, obtaining several variants of continuous PCA. For those variants, we give lower bounds in arbitrary dimension, and upper bounds in \( \mathbb{R}^2 \) and \( \mathbb{R}^3 \). To obtain the lower bounds, we exploit a relation between the perfect reflective symmetry and the principal components of point sets. Each of the upper bounds in \( \mathbb{R}^2 \) and \( \mathbb{R}^3 \) is obtained from two parameterized bounds. The first bound is general for all bounding boxes, while to obtain the second bound, we exploit some of the properties of PCA, combining them with ideas from discrete geometry and integral calculus.

The relation between the perfect reflective symmetry and the principal components of point sets, leads to a straightforward algorithm for computing the planes of symmetry of perfect and approximate reflective symmetric point sets. For the same purpose, we present an algorithm based on geometric hashing.
Zusammenfassung

In vielen Anwendungen werden große Punktmengen oder komplexe geometrische Formen zur Vereinfachung durch sie umhüllende Quader ersetzt (an Stelle dieses selten gebrauchten deutschen Begriffs wird im Weiteren der englische Terminus “Bounding Box” verwendet). Sie werden zum Beispiel in der Computergraphik für Datenstrukturen eingesetzt, die zum schnellen Rendering und zur Detektion von Kollisionen dienen. Weitere Anwendungen findet man in der Analyse von Formen oder in der Statistik zur Unterstützung von Bereichsanfragen auf großen Stichprobenmengen.

Eine sehr häufig verwendete Heuristik zur Berechnung einer Bounding Box beruht auf der Hauptachsentransformation (oder Hauptkomponentenanalyse – PCA). Wenn die Hauptachsen bekannt sind, kann man die entsprechend ausgerichtete Bounding Box leicht dadurch erhalten, dass die Minima und Maxima der Projektionen der Punktmenge auf die einzelnen Achsen bestimmt werden. Somit kann man die PCA-Bounding-Box einer Menge von \( n \) Punkten in \( \mathbb{R}^d \) in linearer Zeit berechnen. Neben diesem Laufzeitvorteil sind die unproblematische Implementierung und die Erfahrung, dass die PCA-Bounding-Box in der Regel ein sehr kleines Volumen hat, weitere Argumente, die für den Einsatz der Hauptachsentransformation sprechen.

In der vorliegenden Dissertation wird die Qualität der PCA-Bounding-Box hinsichtlich des Ziels der Volumenminimierung untersucht. Für das Volumenverhältnis zwischen PCA-Bounding-Box und der optimalen Bounding Box (mit kleinstem Volumen) werden obere und untere Schranken nachgewiesen. Zuerst werden Beispiele von Punktmengen in der Ebene konstruiert, die aufzeigen, dass dieses Verhältnis sich im schlechtesten Fall nicht begrenzen lässt, also gegen Unendlich geht. Bei der Konstruktion dieser Mengen spielen dichter Punktcluster eine wichtige Rolle, welche die Hauptachsen in eine ungünstige Richtung zwingen. Um den Einfluss solcher ungleichmäßiger Punktverteilungen zu vermeiden, wird die Hauptachsentransformation auf stetige Punktmengen ausgedehnt, insbesondere auf die vollständige konvexe Hülle einer Punktmenge oder auf den Rand der konvexen Hülle. Für diese PCA-Varianten wird wieder das Volumenverhältnis zwischen PCA-Bounding-Box und der optimalen Bounding Box (im schlechtesten Fall) untersucht. Es werden untere Schranken für alle Dimensionen gezeigt und auf der anderen Seite für Punktmengen in \( \mathbb{R}^2 \) und \( \mathbb{R}^3 \) obere Schranken nachgewiesen. Zum Beweis der unteren Schranken wird ein Zusam-
menhang zwischen der Spiegelsymmetrie einer Punktmenge und ihren Hauptachsen verwendet. Die oberen Schranken werden jeweils durch zwei parametrisierte obere Schrankenfunktionen gewonnen. Dabei ist die erste Schrankenfunktion allgemein für jede Bounding Box gültig, während die zweite die speziellen PCA-Eigenschaften verwendet und diese mit Ideen und Hilfsmitteln aus Geometrie und Integralrechnung kombiniert.

Der erwähnte Zusammenhang zwischen Spiegelsymmetrie und Hauptachsen kann leicht in einen Algorithmus überführt werden, mit dem untersucht werden kann, ob eine Punktmenge spiegelsymmetrisch oder näherungsweise spiegelsymmetrisch ist. Für diese Problemsstellung wird ein weiterer Algorithmus vorgestellt, der auf geometrischem Hashing basiert.
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Chapter 1
Introduction

Principle component analysis (PCA), also known as Karhunen-Loeve transform, or Hotelling transform, is one of the oldest and best known techniques of multivariate data analysis. The central idea of PCA is to reduce the dimensionality of a data set represented by \( d \) interrelated variables, while retaining as much as possible of the variation presented in the data set. This reduction is achieved by representing the data set with respect to a new set of \( d \) variables (a new coordinate system). The new set of variables, the so-called principle components (PCs), are chosen such that they are uncorrelated, and they are ordered so that the first few retain most of the variation present in all of the original variables.

For a graphical illustration of this reduction, we consider a simple example of a 2-dimensional point set \( P \) in Figure 1.1 (in statistical data analysis PCA is usually applied to higher dimensional point sets). Primarily, \( P \) is given with respect to two variables \( X_1 \) and \( X_2 \), where the origin is chosen at the center of gravity of \( P \). On the right side in Figure 1.1 we have the same point set with respect to the coordinate system defined by the principal components \( PC_1 \) and \( PC_2 \).

Figure 1.1: (a) Plot of 80 observations on two variables \( X_1 \) and \( X_2 \). (b) Plot of the same 80 observations from (a) with respect to their principal components \( PC_1 \) and \( PC_2 \).
PC2. As one can observe, the variable PC1 approximates the set of observations much better than any of the old variables X1 and X2 in the sense that the orthogonal projection of P onto the line along PC1 has the maximal variance among all possible projections. As it will be shown in the next chapter, if the relationship between X1 and X2 (and therefore between PC1 and PC2) is linear, than PC1 will contain the whole variance of the observations, and we can discard PC2 without losing any information.

The reduction of the dimensionality of the data set has many applications in various fields including computer vision, pattern recognition, visualization, data analysis, etc.

The computation of the principle components reduces to the solution of an eigenvalue-eigenvector problem for a positive-semidefinite symmetric matrix, which can be solved efficiently.

**Geometric applications of PCA**

Most of the applications of PCA are non-geometric in their nature. However, there are also a few purely geometric applications. A simple example is the estimation of the undirected normals of the points. That heuristic is based on the result by Pearson [38], who showed that the best-fitting line of the point set in a d-dimensional space is determined by the first principal component of the point set, and the direction of the last principal component is orthogonal to the best-fitting hyperplane of the point set. Then, for a given point cloud obtained from a smooth 2-manifold in \( \mathbb{R}^3 \) and a point p on the surface, we can estimate the undirected normal to the surface at p as follows: find all the points in a certain neighborhood of p and compute the principal components of those points. The last principal component is an estimate of the undirected normal at p. See Figure 1.2 for an illustration in \( \mathbb{R}^2 \).

![Figure 1.2: Estimation of the normal of the point p via principal components of its neighboring points.](image)

In this thesis, we concentrate on the geometric properties of the PCA considering two geometric applications of it. First, we consider the problem of computing a bounding box of a point set in \( \mathbb{R}^d \), and second, we consider the problem of detecting the perfect and approximate symmetry of a point set in \( \mathbb{R}^d \).

Substituting sets of points or complex geometric shapes with their bounding
boxes is motivated by many applications. For example, in computer graphics, it is used to maintain hierarchical data structures for fast rendering of a scene or for collision detection. Additional applications include those in shape analysis and shape simplification, or in statistics, for storing and performing range-search queries on a large database of samples.

Computing a minimum-area bounding rectangle of a set of \( n \) points in \( \mathbb{R}^2 \) can be done in \( O(n \log n) \) time, for example with the rotating calipers algorithm \([49]\). O’Rourke \([35]\) presented a deterministic algorithm, a rotating calipers variant in \( \mathbb{R}^3 \), for computing the minimum-volume bounding box of a set of \( n \) points in \( \mathbb{R}^3 \). His algorithm requires \( O(n^3) \) time and \( O(n) \) space. Barequet and Har-Peled \([5]\) have contributed two \( (1+\epsilon) \)-approximation algorithms for the minimum-volume bounding box of point sets in \( \mathbb{R}^3 \), both with nearly linear complexity. The running times of their algorithms are \( O(n + 1/\epsilon^{1.5}) \) and \( O(n \log n + n/\epsilon^3) \), respectively.

Numerous heuristics have been proposed for computing a box which encloses a given set of points. The simplest heuristic is naturally to compute the axis-aligned bounding box of the point set. Two-dimensional variants of this heuristic include the well-known \( R \)-tree, the \( \text{packed } R \)-tree \([42]\), the \( R^* \)-tree \([6]\), the \( R^+ \)-tree \([43]\), etc.

A frequently used heuristic for computing a bounding box of a set of points is based on PCA. The principal components of the point set define the axes of the bounding box. Once the directions of the axes are given, the dimension of the bounding box is easily found by the extreme values of the projection of the points on the corresponding axis.

![Figure 1.3](image)

Figure 1.3: The minimum-area(volume) bounding box and the PCA bounding box of a point set \( P \), (a) in \( \mathbb{R}^2 \), and (b) in \( \mathbb{R}^3 \).

Two distinguished applications of this heuristic are the OBB-tree \([14]\) and the BOXTREE \([4]\), hierarchical bounding box structures, which support efficient
collision detection and ray tracing. Computing a bounding box of a set of points in $\mathbb{R}^2$ and $\mathbb{R}^3$ by PCA is simple and requires linear time. To avoid the influence of the distribution of the point set on the directions of the PCs, a possible approach is to consider the convex hull, or the boundary of the convex hull $CH(P)$ of the point set $P$. Thus, the complexity of the algorithm increases to $O(n \log n)$. The popularity of this heuristic, besides its speed, lies in its easy implementation and in the fact that usually PCA bounding boxes are tight-fitting, see Chapter 6 and [25] for some experimental results. Nevertheless, nothing was known about the approximation quality of the PCA bounding box algorithm in the worst case. Putting this problem into a striking phrase one could ask:

*Is the computation of a bounding box by PCA only a heuristic (without any guarantees), or is a bounding box computed by PCA a constant factor approximation of the minimum-volume bounding box?*

In this thesis we give answers to that question for discrete point sets in arbitrary dimension and for continuous convex point sets in $\mathbb{R}^2$ and $\mathbb{R}^3$.

Symmetry detection is an important problem with many applications in pattern recognition, computer vision and computational geometry. In the thesis, we use a relation between the perfect reflective symmetry and the principal components of shapes, a relation that is the basis for obtaining lower bounds for the quality of the PCA bounding boxes in this thesis. Namely, we show that any $d$-dimensional point set, symmetric with respect to a hyperplane $H$, has a principal component orthogonal to $H$. See Figure 1.4 for a 2-dimensional illustration. This relation leads to a simple and efficient algorithm for detecting hyperplanes of symmetry in arbitrary dimension. For the same purpose, we also present an algorithm based on geometric hashing.

Figure 1.4: A pore pattern of a copepode (a microorganism that belongs to a group of small crustaceans found in the sea and nearly every freshwater habitat) and its axis of reflective symmetry.

**Overview of the thesis**

The main part of this thesis is dedicated to investigation of the quality of the PCA bounding boxes. We present bounds on the worst case ratio of the volume of the PCA bounding box and the volume of the minimum volume bounding box. The bounds presented here are the first results about the quality of the
PCA bounding boxes. In addition, we consider the problem of detecting perfect and approximate reflective symmetry of a point set, applying PCA and geometric hashing approaches.

The structure and the contributions of the thesis are as follows.

• In Chapter 2 we discuss preliminaries that will be used in several of the following chapters. We consider principal component analysis and present some important results about it.

• In Chapter 3 we present lower bounds on the approximation factor of PCA bounding boxes for point sets in arbitrary dimension. We present examples of discrete point sets in the plane, where the worst case ratio tends to infinity. As a consequence, it follows that the discrete setting can not lead to an approximation algorithm for the minimum-volume bounding box. To avoid the influence of the distribution of the point set on the directions of the principal components, we consider PCA bounding boxes for continuous sets, especially for the convex hull of a point set, obtaining several variants of continuous PCA. We investigate the quality of the bounding boxes obtained by the variants of continuous PCA related to the convex hull of a point set, giving lower bounds on the approximation factor in arbitrary dimension.

• In Chapter 4 we present upper bounds on the approximation factor of PCA bounding boxes for continuous convex point sets in \( \mathbb{R}^2 \) and \( \mathbb{R}^3 \).

• In Chapter 5 we consider the continuous version of PCA and give the closed form solutions for the case when the point set is a polyhedron or a polyhedral surface.

• In Chapter 6 we study the impact of the theoretical results on applications of several PCA variants in practice. We analyze the advantages and disadvantages of the different variants on realistic inputs, randomly generated inputs, and specially constructed (worst case) instances. Also, we evaluate and compare the performances of several existing bounding box algorithms we have implemented.

• In Chapter 7 we exploit a relation between the principal components and a hyperplane of symmetry of a perfect reflective-symmetric point set in arbitrary dimension. This relation implies a straightforward algorithm for detecting hyperplanes of symmetry. In addition, for the same purpose, we present an algorithm based on geometric hashing. 2D versions of both algorithms have been implemented and tested on real and synthetic data. The generation of the synthetic data is based on a probabilistic model, which additionally is used for a probabilistic analysis of the reliability of the geometric hashing algorithm.
Most of the results presented in this thesis have been published in [10], [11], [12], and [13].
Chapter 2

Preliminaries

In this chapter we collect known concepts and results which will be used several times within this thesis. The central part of this chapter is Section 2.3 where we consider principal component analysis and present some important results about it. To keep the presentation self-contained, in Section 2.1 and Section 2.2 we give an overview of some definitions and results from linear algebra and multivariate analysis. For those results which are normally not treated in undergraduate mathematics courses, we give additional comments and proofs. The results presented in this chapter are adapted from [8, 16, 34, 45].

2.1 Some Matrix Algebra Revision

Multivariate data consist of observations on several different variables for a number of individuals or objects. We denote the number of variables by $d$, and the number of individuals or objects by $n$. Thus in total we have $n \times d$ measurements. Let $a_{rj}$ be the $r$-th observation of the $j$-th variable. The matrix whose element in the $r$-th row and $j$-th column is $a_{rj}$, is called the data matrix and is denoted by $A$. Thus

$$A = \begin{pmatrix}
a_{11} & a_{12} & \cdots & a_{1d} \\
a_{21} & a_{22} & \cdots & a_{2d} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n1} & a_{n2} & \cdots & a_{nd}
\end{pmatrix}.$$ 

If $A$ has $n$ rows and $d$ columns we say it is of order $n \times d$. The transpose of a matrix $A$ is formed by interchanging the rows and columns, and we denote it by $A^T$. A matrix with column-order one is called a column vector. Thus

$$a = \begin{pmatrix} a_1 \\
a_2 \\
\vdots \\
a_n \end{pmatrix}.$$
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is a column vector with \( n \) components. The data matrix can be seen as \( n \) row vectors, which we denote by \( \mathbf{a}_i^T \) to \( \mathbf{a}_n^T \), or as \( d \) column vectors, which we denote by \( \mathbf{b}_1 \) to \( \mathbf{b}_d \). Thus

\[
A = \begin{pmatrix}
\mathbf{a}_1^T \\
\mathbf{a}_2^T \\
\vdots \\
\mathbf{a}_n^T
\end{pmatrix} = (\mathbf{b}_1, \mathbf{b}_2, \ldots, \mathbf{b}_d)
\]

where \( \mathbf{a}_i^T \) denotes the transpose of \( \mathbf{a}_i \). Note that the vectors are printed in bold type, and the matrices in ordinary type.

Also note that row vectors are points in a \( d \)-dimensional space, while the column vector are points in an \( n \)-dimensional space. When comparing variables, we compare column vectors.

A matrix is squared if the number of its rows equals to the number of its columns. A squared matrix is said to be diagonal if all its off-diagonal elements are zero. The identity matrix, denoted by \( I \), is a diagonal matrix whose diagonal elements are all unity. The trace of a squared matrix \( A \) of order \( d \times d \) is the sum of the diagonal terms, namely \( \sum_{i=1}^{d} a_{ii} \), and will be denoted by \( \text{tr}(A) \).

A determinant of a squared matrix \( A \) is defined as

\[
\det(A) = \sum \text{sgn}(\tau) a_{1\tau(1)} \cdots a_{d\tau(d)},
\]

where the summation is taken over all permutations \( \tau \) of \((1, 2, \ldots, d)\), and \( \text{sgn}(\tau) \) denotes the signature of the permutation \( \tau \): +1 or −1, depending on whether \( \tau \) can be written as the product of an even or odd number of transpositions.

A squared matrix \( A \) is non-singular if \( \det(A) \neq 0 \); otherwise it is singular.

The inverse matrix of matrix \( A \) is the unique matrix \( A^{-1} \) satisfying

\[
AA^{-1} = A^{-1}A = I.
\]

The inverse exists if and only if \( A \) is non-singular, that is, if and only if \( \det(A) \neq 0 \).

A set of vectors \( \mathbf{x}_1, \ldots, \mathbf{x}_d \) is said to be linearly dependent if there exist constants \( c_1, \ldots, c_d \) which are not all zero, such that

\[
\sum_{i=1}^{d} c_i \mathbf{x}_i = 0.
\]

Otherwise the vectors are said to be linearly independent. This definition leads on the idea of a rank of a matrix, which is defined as the maximum number of rows which are linearly independent (or equivalently as the maximum number of columns which are linearly independent). In other words, the rank is the dimension of the subspace spanned by vectors consisting of all the rows (or all
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We denote by $\text{rank}(A)$ the rank of matrix $A$. The following relations hold:

\[
\begin{align*}
\text{rank}(A) &= \text{rank}(A^T) \\
&= \text{rank}(AA^T) \\
&= \text{rank}(A^TA)
\end{align*}
\]  

(2.1)

and

\[
\text{rank}(A) = \text{rank}(BA) = \text{rank}(AC),
\]

(2.2)

for all non-singular matrices $B, C$ of appropriate order.

Orthogonality. Two vectors $\mathbf{x}, \mathbf{y}$ of order $d \times 1$ are said to be orthogonal if

\[
\mathbf{x}^T \mathbf{y} = 0.
\]

They are said to be orthonormal if they are orthogonal and

\[
\mathbf{x}^T \mathbf{x} = \mathbf{y}^T \mathbf{y} = 1.
\]

A squared matrix $B$ is said to be orthogonal if

\[
B^T B = BB^T = I
\]

so that the rows (columns) of $B$ are orthonormal. It is clear that $B$ must be non-singular with

\[
B^{-1} = B^T.
\]

A transformation from a $d \times 1$ vector $\mathbf{x}$ to an $n \times 1$ vector $\mathbf{y}$ given by

\[
\mathbf{y} = A\mathbf{x} + \mathbf{b},
\]

(2.3)

where $A$ is an $n \times d$ matrix and $\mathbf{b}$ is an $n \times 1$ vector, is called a linear transformation. For $n = d$ the transformation is called non-singular if $A$ is non-singular, and in that case the inverse transformation is

\[
\mathbf{x} = A^{-1}(\mathbf{y} - \mathbf{b}).
\]

An orthogonal transformation is defined by

\[
\mathbf{y} = A\mathbf{x},
\]

(2.4)

where $A$ is an orthogonal matrix. Geometrically, an orthogonal matrix represents a linear transformation which consists of a rigid rotation, plus maybe reflection, since it preserves distances and angles. The determinant of an orthogonal matrix is $\pm 1$. If the determinant is $+1$, the corresponding transformation is a pure rotation, while if the determinant is $-1$, the corresponding transformation involves in addition a reflection.
Quadratic forms and definiteness. A quadratic form in \(d\) variables, \(x_1, \ldots, x_d\) is a function consisting of all possible second-order terms, namely

\[
a_{11}x_1^2 + \cdots + a_{dd}x_d^2 + a_{12}x_1x_2 + \cdots + a_{d-1,d}x_{d-1}x_d = \sum_{1 \leq i,j \leq d} a_{ij}x_ix_j.
\]

This can be conveniently written as \(x^TAx\), where \(x^T = [x_1, \ldots, x_d]\). The matrix \(A\) is usually taken to be symmetric. A squared matrix \(A\) and its associated quadratic form is called:

- **positive definite** if \(x^TAx > 0\) for every \(x \neq 0\);
- **positive semidefinite** if \(x^TAx \geq 0\) for every \(x\).

Positive definite quadratics forms have matrices of full rank and can be represented as

\[
A = QQ^T \quad (2.5)
\]

where \(Q\) is non-singular. Then \(y = Q^Tx\) transforms the quadratic form \(x^TAx\) to the reduced form \(y_1^2 + \cdots + y_d^2\) which only involves squared terms.

If \(A\) is a positive semidefinite of rank \(m(<d)\), then \(A\) can also be expressed in the form of Equation \((2.5)\), but with a matrix \(Q\) of order \(d \times m\) which is of rank \(m\). This is sometimes called the Young-Householder factorization of \(A\).

Eigenvalues and eigenvectors. If \(\Sigma\) is a quadratic matrix of order \(d \times d\), then

\[
q(\lambda) = \det(\Sigma - \lambda I) \quad (2.6)
\]

is a \(d\)-th order polynomial in \(\lambda\). It is called the characteristic polynomial of \(\Sigma\). The \(d\) roots of \(q(\lambda)\), \(\lambda_1, \lambda_2, \ldots, \lambda_d\), possibly complex numbers, are called eigenvalues of \(\Sigma\). Some of the \(\lambda_i\) will be equal if \(q(\lambda)\) has multiple roots. To each eigenvalue \(\lambda_i\), there corresponds a vector \(c_i\), called an eigenvector, such that

\[
\Sigma c_i = \lambda_i c_i \quad (2.7)
\]

The eigenvectors are not unique as they contain an arbitrary scale factor, and thus, they are usually normalized so that \(c_i^Tc_i = 1\). When there are equal eigenvalues, the corresponding eigenvectors can, and will, be chosen to be orthonormal.

If \(x\) and \(y\) are eigenvectors for \(\lambda_i\) and \(\alpha \in \mathbb{R}\), then \(x + y\) and \(\alpha x\) are also eigenvectors for \(\lambda_i\). Thus, the set of all eigenvectors for \(\lambda_i\) forms a subspace which is called the eigenspace of \(\Sigma\) for \(\lambda_i\). The maximal number of independent eigenvectors of the eigenspace determines the dimension of the eigenspace.

Some useful properties are as follows:

(a)

\[
\sum_{i=1}^{d} \lambda_i = \text{tr}(\Sigma); \quad (2.8)
\]
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(b) \[ \prod_{i=1}^{d} \lambda_i = \det(\Sigma); \quad (2.9) \]

(c) If \( \Sigma \) is real symmetric matrix, then its eigenvalues and eigenvectors are real;

(d) If, further, \( \Sigma \) is positive definite, then all the eigenvalues are strictly positive;

(e) If \( \Sigma \) is positive semidefinite of rank \( m \) \((< d)\), then \( \Sigma \) has \( m \) positive and \((d – m)\) zero eigenvalues;

(f) For two different eigenvalues, the corresponding normalized eigenvector are orthonormal;

(g) If we form a \( d \times d \) matrix \( C \), whose \( i \)-th column is the normalized eigenvector \( c_i \), then \( C^T C = I \) and
\[
C^T \Sigma C = \Lambda \quad (2.10)
\]
where \( \Lambda \) is a diagonal matrix whose diagonal elements are \( \lambda_1, \ldots, \lambda_d \). This is called the canonical reduction of \( \Sigma \).

The matrix \( C \) is a quadratic form of \( \Sigma \) to the reduced form which only involves squared terms. Writing \( x = Cy \) we have
\[
 x^T \Sigma x = y^T C^T \Sigma C y = y^T \Lambda y = \lambda_1 y_1^2 + \cdots + \lambda_m y_m^2 \quad (2.11)
\]
where \( m = \text{rank } (\Sigma) \).

From Equation \((2.10)\), we may also write
\[
 \Sigma = C \Lambda C^T = \lambda_1 c_1 c_1^T + \cdots + \lambda_m c_m c_m^T \quad (2.12)
\]
This is called the spectral decomposition of \( \Sigma \).

Differentiation with respect to vectors. Suppose we have a differentiable function of \( d \) variables, say \( f(x_1, \ldots, x_d) \). The notation \( \partial f / \partial \mathbf{x} \) will be used to denote a column vector whose \( i \)-th component is the partial derivation \( \partial f / \partial x_i \).

Suppose that the function is the quadratic form \( x^T \Sigma x \), where \( \Sigma \) is a \( d \times d \) symmetric matrix. Then it is straightforward to show that
\[
 \frac{\partial f}{\partial \mathbf{x}} = 2\Sigma \mathbf{x}. \quad (2.13)
\]
2.2 Multivariate Analysis

2.2.1 Means, variances, covariances, and correlations

Let \( \mathbf{X} \) be a random vector consisting of \( d \) random variables. Random vectors will be printed with capital letters in bold type. In this section we will present quantities that summarize a probability distribution of \( \mathbf{X} \). In the univariate case, it is often done by giving the first two moments, namely the mean and the variance (or its square root, the standard deviation). To summarize multivariate distributions, we need to find the mean and variance of the \( d \) variables, together with a measure of the way each pair of variables is related. The latter target is achieved by calculating a set of quantities called covariances, or their standardized counterparts called correlations.

**Means.** The mean vector \( \mu^T = [\mu_1, \ldots, \mu_d] \) such that

\[
\mu_i = E(X_i) = \sum x P_i(x)
\]  
(2.14)

is the mean of the \( i \)-th component of \( \mathbf{X} \). Here \( P_i(x) \) denotes the (marginal) probability distribution of \( X_i \). This definition is given for the case where \( X_i \) is discrete. If \( X_i \) is continuous, then

\[
E(X_i) = \int_{-\infty}^{\infty} x f_i(x) dx,
\]  
(2.15)

where \( f_i(x) \) is the probability density function of \( X_i \).

**Variances.** The variance of the \( i \)-th component of \( \mathbf{X} \) is given by

\[
\text{var}(X_i) = E[(X_i - \mu_i)^2] = E(X_i^2) - \mu_i^2.
\]  
(2.16)

This is usually denoted by \( \sigma_i^2 \) in the univariate case, but in order to tie in with the covariance notation given below, we denote it by \( \sigma_{ii} \) in the multivariate case.

**Covariances.** The covariance of two variables \( X_i \) and \( X_j \) is defined by

\[
\text{cov}(X_i, X_j) = E[(X_i - \mu_i)(X_j - \mu_j)].
\]  
(2.17)

Thus, it is the product moment of the two variables about their respective means. In particular, if \( i = j \), we note that the covariance of a variable with itself is simply the variance of the variable. The covariance of \( X_i \) ad \( X_j \) is usually denoted by \( \sigma_{ij} \). Thus, for \( i = j \), \( \sigma_{ii} \) denotes the variance of \( X_i \). Equation 2.17 is often written in the equivalent alternative form

\[
\sigma_{ij} = E[X_iX_j] - \mu_i \mu_j.
\]  
(2.18)
The covariance matrix. Given \( d \) variables, there are \( d \) variances and \( d(d - 1)/2 \) covariances, and all these quantities are second moments. It is often useful to present these quantities in a symmetric \( d \times d \) matrix, denoted by \( \Sigma \), whose \((i, j)\)-th element is \( \sigma_{ij} \). Thus,

\[
\Sigma = \begin{pmatrix}
\sigma_{11} & \sigma_{12} & \cdots & \sigma_{1d} \\
\sigma_{21} & \sigma_{22} & \cdots & \sigma_{2d} \\
\vdots & \vdots & \ddots & \vdots \\
\sigma_{d1} & \sigma_{d2} & \cdots & \sigma_{dd}
\end{pmatrix}.
\] (2.19)

The matrix is variously called the dispersion matrix, the variance-covariance matrix, or simply the covariance matrix, and we will use the latter term. The diagonal terms of \( \Sigma \) are the variances, while the off-diagonal terms are the covariances.

Using Equations (2.17) and (2.18), we can express \( \Sigma \) in two alternative useful forms, namely

\[
\Sigma = E[(X - \mu)(X - \mu)^T] = E[XX^T] - \mu\mu^T.
\] (2.20)

Linear combination. Perhaps the main use of covariances is as a stepping stone to the calculations of correlations (see below), but they are also useful for a variety of other purposes. Later in Section 2.3, we will consider the variance of a linear combination of the components of \( X \). Consider the general linear combination

\[
Y = a^T X
\]

where \( a^T = [a_1, \ldots, a_d] \) is a vector of constants. Then \( Y \) is a univariate random variable. Its mean is clearly given by

\[
E(Y) = a^T \mu
\] (2.21)

while its variance is given by

\[
\text{var}(Y) = E[(a^T(X - \mu))^2].
\] (2.22)

As \( a^T(X - \mu) \) is a scalar and therefore equal to its transpose, we can express \( \text{var}(Y) \) in terms of \( \Sigma \), using Equation (2.20), as

\[
\text{var}(Y) = E[a^T(X - \mu)(X - \mu)^T a] = a^T E[(X - \mu)(X - \mu)^T] a = a^T \Sigma a.
\] (2.23)
Correlations. Although covariances are useful for many mathematical purposes, they are rarely used as descriptive statistics. If two variables are related in a linear way, then the covariance will be positive or negative depending on whether the relationship has a positive or negative slope. But the size of the coefficient is difficult to interpret because it depends on the units in which the two variables are measured. Thus the covariance is often standardized by dividing by the product of the standard deviations of the two variables to give a quantity called the correlation coefficient. The correlation between variables $X_i$ and $X_j$ will be denoted by $\rho_{ij}$, and is given by

$$\rho_{ij} = \frac{\sigma_{ij}}{\sigma_i \sigma_j} \quad (2.24)$$

where $\sigma_i$ and $\sigma_j$ denote the standard deviations of $X_i$ and $X_j$. It can be shown that $\rho_{ij}$ is always a value between $-1$ and $+1$.

The correlation coefficient provides a measure of the linear association between two variables. The coefficient is positive if the relationship between the two variables has a positive slope so that the ‘high’ values of one variable tend to go with ‘high’ values of the other variable. Conversely, the coefficient is negative if the relationship has a negative slope.

If two variables are independent then their covariance, and their correlation, are zero. But it is important to note that the converse of this statement is not true. Here is an example: Suppose that the random variable $X$ is uniformly distributed on the interval from $-1$ to $1$, and $Y = X^2$. Then, $Y$ is completely determined by $X$, so that $X$ and $Y$ are dependent, but their correlation is zero. This emphasizes the fact that the correlation coefficient may be misleading if the relationship between two variables is non-linear. However, if the two variables follow a bivariate normal distribution, then it turns out that zero correlation does imply independence. A detailed explanation and further results about the relation between the correlation and independence of the random variables can be found, for example, in [45].

The correlation matrix. From the definition of the correlation, it follows that for given $d$ variables, there are $d(d-1)/2$ distinct correlations. A $d \times d$ matrix, whose $(i,j)$-th element is defined to be $\rho_{ij}$ is called the correlation matrix and will be denoted by $\mathcal{P}$ (capital Greek letter rho). A correlation matrix is symmetric with the diagonal terms all equal unity.

In order to relate the covariance matrix and correlation matrix, let us define a $d \times d$ diagonal matrix $D$, whose diagonal terms are the standard deviations of the components of $\mathbf{X}$, so that
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\[
D = \begin{pmatrix}
\sigma_1 & 0 & \ldots & 0 \\
0 & \sigma_2 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \sigma_d
\end{pmatrix}
\]

(2.25)

Then the covariance matrix and correlation matrices are related by

\[ \Sigma = D \mathcal{P} D \]

or

\[ \mathcal{P} = D^{-1} \Sigma D^{-1} \]

(2.26)

where the diagonal terms of the matrix \( D^{-1} \) are the reciprocals of the respective standard deviations.

The rank of \( \Sigma \) and \( \mathcal{P} \). We complete this section with a discussion of the matrix properties of \( \Sigma \) and \( \mathcal{P} \), and in particular of their rank.

Firstly, we show that both \( \Sigma \) and \( \mathcal{P} \) are positive semidefinite. As any variance must be non-negative, we have that

\[ \text{var}(a^T X) \geq 0 \]

for every \( a \).

But \( \text{var}(a^T X) = a^T \Sigma a \), and so \( \Sigma \) must be semidefinite. We also note that \( \Sigma \) is related to \( \mathcal{P} \) by Equation (2.26), where \( D \) is non-singular, and so it follows that \( \mathcal{P} \) is also positive semidefinite.

Because \( D \) is non-singular, we may also use Equations (2.26) and (2.2) to show that the rank of \( \mathcal{P} \) is the same as the rank of \( \Sigma \). This rank must be less than or equal to \( d \).

If \( \Sigma \) (and hence \( \mathcal{P} \)) has rank \( d \), then \( \Sigma \) (\( \mathcal{P} \)) is positive definite, as in this case, \( \text{var}(a^T X) \) is strictly greater than zero for every \( a \neq 0 \). But if rank(\( \Sigma \)) < \( d \), then \( \Sigma \) (\( \mathcal{P} \)) is singular, and this indicates a linear constraint on the components of \( X \). This means that there exists a vector \( a \neq 0 \) such that \( \text{var}(a^T X) = a^T \Sigma a \) is zero, indicating that \( \Sigma \) is positive semidefinite rather than positive definite.

When rank(\( \Sigma \)) < \( d \), the components of \( X \) are sometimes said to be ‘linearly dependent’, using this term in its algebraic sense. However, statisticians often use this term to mean a linear relationship between the expected values of the random variables. It needs to be emphasized that a constraint of the latter type will generally not produce a singular \( \Sigma \). If two variables are correlated, it does not mean that one of them is redundant, although if the correlation is very high then one of them may be ‘nearly redundant’ and the covariance matrix will be ‘nearly singular’.
2.3 Principal Component Analysis

2.3.1 Motivation

The central idea and motivation of principal component analysis (abbreviated to PCA) is to reduce the dimensionality of a point set by identifying the most significant directions (principal components). Let \( P = \{ p_1, p_2, \ldots, p_n \} \) be a set of vectors (points) in \( \mathbb{R}^d \), and \( \mu = (\mu_1, \mu_2, \ldots, \mu_d) \in \mathbb{R}^d \) be the center of gravity of \( P \). For \( 1 \leq k \leq d \), we use \( p_{ik} \) to denote the \( k \)-th coordinate of the vector \( p_i \). Given two vectors \( u \) and \( v \), we use \( \langle u, v \rangle \) to denote their inner product. For any unit vector \( v \in \mathbb{R}^d \), the variance of \( P \) in direction \( v \) is

\[
\text{var}(P, v) = \frac{1}{n} \sum_{i=1}^{n} \langle p_i - \mu, v \rangle^2.
\] (2.27)

The most significant direction corresponds to the unit vector \( v_1 \) such that \( \text{var}(P, v_1) \) is maximum. In general, after identifying the \( j \) most significant directions \( v_1, \ldots, v_j \), the \((j+1)\)-st most significant direction corresponds to the unit vector \( v_{j+1} \) such that \( \text{var}(P, v_{j+1}) \) is maximum among all unit vectors perpendicular to \( v_1, v_2, \ldots, v_j \).

From the multivariate analysis point of view, we can consider \( P \) as a sample of points that represents a \( d \)-dimensional vector of random variables \( X^T = [X_1, X_2, \ldots, X_d] \). Namely, to each coordinate of the points corresponds one random variable. As it will be shown in the next subsection principal components are uncorrelated linear combinations of the original variables of \( X \), and are derived in decreasing order of importance so that, for example, the first principal component accounts for as much possible of the variation in the original data. The transformation is in fact an orthogonal rotation in \( d \)-space. The technique of finding this transformation is called principal component analysis. PCA originated in the work by Karl Pearson \[38\] around the turn of the 20th century, and was further developed in the 1930s by Harold Hotelling \[20\] using the approach described in the next subsection.

The usual objective of the analysis is to study if the first few components account for most of the variation in the original data. If they do, then it is argued that the effective dimensionality of the problem is less than \( d \). In order words, if some of the original variables are highly correlated, they are effectively ‘saying the same thing’ and there may be near-linear constraints on the variables. In this case it is hoped that the first few components will be intuitively meaningful, will help us understand the data better, and will be useful in subsequent analysis where we can operate with a smaller number of variables. The reduction of the complexity (dimensionality), we have illustrated in the introduction (Figure \[11\]) on an unrealistic, but simple, case where \( d = 2 \).

We note that PCA is a statistical technique which does not require the user to specify an underlying statistical model to explain the ‘error’ structure. In par-
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particularly, no assumption is made about the probability distribution of the original variables, though more meaning can generally be given to the components in the case where the observations are assumed to be multivariate normal [16].

2.3.2 Derivation of principal components

Suppose that $X$ is a $d$-dimensional random vector with mean $\mu$ and covariance matrix $\Sigma$. Our problem is to find a new set of variables, say $Y_1, Y_2, \ldots, Y_d$ which are uncorrelated and whose variances decrease from first to last. Each $Y_j$ is taken to be a linear combination of the $X$’s, so that

$$Y_j = a_{1j}X_1 + a_{2j}X_2 + \cdots + a_{pj}X_d = a_j^T X$$  \hspace{1cm} (2.28)$$

where $a_j^T = [a_{1j}, a_{2j}, \ldots, a_{pj}]$ is a vector of constants. Equation (2.28) contains an arbitrary scale factor. We therefore impose the condition that $a_j^T a_j = \sum_{k=1}^{d} a_{kj}^2 = 1$. We will call such a linear transformation a standardized linear transformation. We shall see that this particular normalization procedure ensures that the overall transformation is orthogonal - in other words, that distances in $d$-space are preserved.

The first principal component, $Y_1$, is found by choosing $a_1$ so that $Y_1$ has the largest possible variance. In other words, we choose $a_1$ so as to maximize the variance of $a_1^T X$ subject to the constraint that $a_1^T a_1 = 1$. This approach, originally suggested by Harold Hotelling [20], gives equivalent results to that of Karl Pearson [38], which finds the hyperplane in $d$-space such that the total sum of squared perpendicular distances from the point to the hyperplane is minimized.

The second principal component is found by choosing $a_2$ so that $Y_2$ has the largest possible variance for all combinations of the form of Equation (2.28) which are uncorrelated with $Y_1$. Similarly, we derive $Y_3, \ldots, Y_d$, so as to be uncorrelated and to have decreasing variance.

We begin by finding the first component. We want to choose $a_1$ so as to maximize the variance of $Y_1$ subject to normalization constraint that $a_1^T a_1 = 1$. Now

$$\text{var}(Y_1) = \text{var}(a_1^T X) = a_1^T \Sigma a_1$$  \hspace{1cm} (2.29)$$

using Equation (2.23). Thus we take $a_1^T \Sigma a_1$ as our objective function.

The standard procedure for maximizing a function of several variables subject to one or more constraints is the method of Lagrange multipliers. With just one constraint, this method uses the fact that the stationary points of a differentiable
function of $d$ variables, say $f(x_1, \ldots, x_d)$, subject to a constraint $g(x_1, \ldots, x_d) = c$, are such that there exists a number $\lambda$, called the Lagrange multiplier, such that

\[
\frac{\partial f}{\partial x_i} - \lambda \frac{\partial g}{\partial x_i} = 0 \quad i = 1, \ldots, d
\]  

(2.30)

at the stationary points. These $d$ equations, together with the constraints, are sufficient to determine the coordinates of the stationary points and the corresponding value of $\lambda$. Further investigations are needed to see if a stationary point is a maximum, minimum or saddle point. It is helpful to form a new function $L(x)$, such that

\[
L(x) = f(x) - \lambda [g(x) - c]
\]

where the term in the square brackets is of course zero. Then the set of equations in (2.30) may be written simply as

\[
\frac{\partial L}{\partial x} = 0
\]

using the definition given in Section 2.1. Applying this method to our problem, we write

\[
L(a_1) = a_1^T \Sigma a_1 - \lambda (a_1^T a_1 - 1).
\]

Then, using Equation 2.13, we have

\[
\frac{\partial L}{\partial a_1} = 2\Sigma a_1 - 2\lambda a_1.
\]

Setting this equal to 0, we have

\[
(\Sigma - \lambda I)a_1 = 0,
\]  

(2.31)

where $I$ is the identity matrix of order $d \times d$. We now come to the crucial step in the argument. If Equation (2.31) is to have a solution for $a_1$, other than the null vector, then $(\Sigma - \lambda I)$ must be a singular matrix. Thus $\lambda$ must be chosen so that

\[
\det(\Sigma - \lambda I) = 0.
\]

Thus a non-zero solution for Equation (2.31) exists if and only if $\lambda$ is an eigenvalue of $\Sigma$. But $\Sigma$ will generally have $d$ eigenvalues, which must all be nonnegative as $\Sigma$ is positive semidefinite. Let $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_d \geq 0$ be the eigenvalues of $\Sigma$.

In the case where some of the eigenvalues are equal, there is no unique way of choosing the corresponding eigenvectors. Then, the eigenvectors associated with multiple roots will be chosen to be orthogonal.

Which eigenvalue shall we choose to determine the first principal component? Now,
\[
\text{var}(a_1^T X) = a_1^T \Sigma a_1 \\
= a_1^T \lambda a_1 \quad \text{using Equation (2.31)} \\
= \lambda.
\]

As we want to maximize this variance, we choose \( \lambda \) to be the largest eigenvalue, namely \( \lambda_1 \). Then, using Equation (2.31), the principal component, \( a_1 \), which we are looking for must be the eigenvector of \( \Sigma \) corresponding to the largest eigenvalue.

The second principal component, namely \( Y_2 = a_2^T X \), is obtained by an extension of the above argument. In addition to the scaling constraint that \( a_2^T a_2 = 1 \), we now have a second constraint that \( Y_2 \) should be uncorrelated with \( Y_1 \). Now,

\[
\text{cov}(Y_2, Y_1) = \text{cov}(a_2^T X, a_1^T X) \\
= E(a_2^T (X - \mu)(X - \mu)^T a_1) \\
= a_2^T \Sigma a_1. \tag{2.32}
\]

We require this to be zero. But since \( \Sigma a_1 = \lambda_1 a_1 \), an equivalent simpler condition is that \( a_2^T a_1 = 0 \). In other words, \( a_1 \) and \( a_2 \) should be orthogonal.

In order to maximize the variance of \( Y_2 \), namely \( a_2^T \Sigma a_2 \), subject to the two constraints, we need to introduce two Lagrange multipliers, which we will denote by \( \lambda \) and \( \delta \), and consider the function

\[
L(a_2) = a_2^T \Sigma a_2 - \lambda(a_2^T a_2 - 1) - \delta a_2^T a_1.
\]

At the stationary point(s) we must have

\[
\frac{\partial L}{\partial a_2} = 2(\Sigma - \lambda I)a_2 - \delta a_1 = 0. \tag{2.33}
\]

If we premultiply this equation by \( a_1^T \), we obtain

\[
a_1^T \Sigma a_2 - \delta = 0
\]

since \( a_1^T a_2 = 0 \). But from Equation (2.32), we also require \( a_1^T \Sigma a_2 \) to be zero, so that \( \delta \) is zero at the stationary point(s). Thus Equation (2.33) becomes

\[
(\Sigma - \lambda I)a_2 = 0.
\]

With a little thought, we see that this time we choose \( \lambda \) to be the second largest eigenvalue of \( \Sigma \), and \( a_2 \) to be the corresponding eigenvector.

Continuing this argument, the \( j \)-th principal component turns out to be the eigenvector associated with the \( j \)-th largest eigenvalue.
2.3.3 Definition and some properties of the principal components

Now, we give the definition of the principal component transformation of a random vector $X$ for a general dimension $d$.

**Definition 2.1.** If $X$ is a random vector with mean $\mu$ and covariance $\Sigma$, then the principal component transformation is the transformation

$$X \rightarrow Y = C^T(X - \mu),$$

where $C$ is orthogonal, $C^T \Sigma C = \Lambda$ is a diagonal matrix, with diagonal elements $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_d \geq 0$. The strict positivity of the eigenvalues $\lambda_i$, is guaranteed if $\Sigma$ is positive definite. This representation of $\Sigma$ follows from its spectral decomposition (Equation (2.10)). The $i$-th principal component of $X$ may be defined as the $i$-th element of the vector $Y$, namely as

$$Y_i = c_i(X - \mu).$$

Here $c_i$ is the $i$-th column of $C$ and may be called the $i$-th vector of principal component loadings. The function $Y_d$ may be called the last principal component of $X$.

In the sequel, we summarize some fundamental properties of principal components, which are immediately observed from the derivation and definition of principal components.

**Proposition 2.1.** If $X$ is a random vector with mean $\mu$ and covariance $\Sigma$, and $Y$ is as defined in (2.34), then

(a) $E(Y_i) = 0$;

(b) $\text{var}(Y_i) = \lambda_i$;

(c) $\text{cov}(Y_i, Y_j) = 0$, $i \neq j$;

(d) $\text{var}(Y_1) \geq \text{var}(Y_2) \cdots \geq \text{var}(Y_d) \geq 0$;

(e) $\sum_{i=1}^d \text{var}(Y_i) = \text{tr}(\Sigma)$;

(f) $\prod_{i=1}^d \text{var}(Y_i) = \text{det}(\Sigma)$

**Proof.** (a)-(d) follow from Definition 2.1 and the properties of the expectation operator. (e) follows from (b) and the fact that $\text{tr}(\Sigma)$ is the sum of the eigenvalues (Equation (2.8)). (f) follows from (b) and the fact that $\text{det}(\Sigma)$ is the product of the eigenvalues (Equation (2.9)).

From the derivation of the principal components in the previous section follows the next important property.
Proposition 2.2. No standardized linear combination of $X$ has a variance larger than $\lambda_1$, the variance of the first principal component.

Similarly, as in Proposition 2.2 it follows that the last principal component of $X$ has a variance which is smaller than that of any other standardized linear combination. The intermediate components have a maximal variance property given by the following proposition.

Proposition 2.3. If $\alpha = a^T X$ is a standardized linear combination of $X$ which is uncorrelated with the first $k$ principal components of $X$, then the variance of $\alpha$ is maximized when $\alpha$ is the $(k + 1)$-st principal component of $X$.

Now, we give a geometric property of principal components. Let $A$ be a positive definite matrix of order $d \times d$. Then

$$(x - \alpha)^T A^{-1} (x - \alpha) = c^2$$

represents an ellipsoid in $d$ dimensions with center $x = \alpha$. On shifting the center to $x = 0$, the equation becomes

$$x^T A^{-1} x = c^2.$$ 

Definition 2.2. Let $x$ be a point on the ellipsoid defined by (2.36) and let $f(x) = \|x - \alpha\|$ denote the squared distance between $x$ and $\alpha$. A line through $\alpha$ and $x$ for which $x$ is a stationary point of $f(x)$ is called a principal axis of the ellipsoid. The distance $\|x - \alpha\|$ is called the length of the principal semi-axis.

Proposition 2.4. Let $\lambda_1, \ldots, \lambda_d$ be the eigenvalues of $A$ satisfying $\lambda_1 > \lambda_2 > \cdots > \lambda_d$. Suppose that $c_1, \ldots, c_d$ are the corresponding eigenvectors. For the ellipsoids (2.36) and (2.37), we have

(a) The direction of the $i$-th principal axis coincides with $c_i$.

(b) The length of the $i$-th principal semi-axis is $c \lambda_i^{1/2}$.

Proof. It is sufficient to prove the result for (2.37). The problem reduces to finding the stationary points of $f(x) = x^T x$ subject to $x$ lying on the ellipsoid $x^T A^{-1} x = c^2$. From (2.13), we have that the derivation of $x^T A^{-1} x$ is $2 x^T A^{-1} x$. Thus a point $y$ represents a direction tangent to the ellipsoid at $x$ if $2 y^T A^{-1} x = 0$.

The derivative of $f(x)$ is $2x$ so the directional derivative of $f(x)$ in the direction $y$ is $2y^T x = 0$; that is if

$$y^T A^{-1} x = 0 \Rightarrow y^T x = 0.$$ 

This condition is satisfied if and only if $A^{-1} x$ is proportional to $x$; that is if and only if $x$ is an eigenvector of $A^{-1}$.

Setting $x = \beta c_1$ in (2.37) gives $\beta^2 / \lambda = c^2$, so $\beta = c \lambda_i^{1/2}$. Thus, the theorem is proved. \qed
Figure 2.1: Ellipsoid $x^T A^{-1} x = 1$. Lines defined by $y_1$ and $y_2$ are the first and second principal axes, $\|a\| = \lambda_1^{1/2}, \|b\| = \lambda_2^{1/2}$.

If we rotate the coordinate axes with the transformation $y = C^T x$, where $C$ is obtained by the spectral decomposition of $A (A = C \Lambda C)$, we find that (2.37) reduces to 

$$\sum y_i^2 / \lambda_i = c^2.$$

Figure 2.1 gives a pictorial representation.

With $A = I$, Equation (2.37) reduces to a hypersphere with $\lambda_1 = \cdots = \lambda_d = 1$ so that the $\lambda$s are not distinct and the above theorem fails; that is, the positions of $c_i, i = 1, \ldots, d$ through the sphere are not unique and any rotation will suffice. In general, if $\lambda_i = \lambda_{i+1}$, the section of the ellipsoid is circular in the plane generated by $c_i$ and $c_{i+1}$. Although we can construct two perpendicular axes for the common root, their position through the circle is not unique.

An immediate consequence of Proposition 2.4 follows.

**Corollary 2.1.** Consider the family of $d$-dimensional ellipsoids

$$X^T \Sigma^{-1} X = c^2.$$  \hspace{1cm} (2.38)

where $X$ is a random vector with covariance matrix $\Sigma$. The principal components of $X$ define the principal axes of these ellipsoids.

The properties of PCA, mentioned till now, were obtained from a known population covariance matrix $\Sigma$. In practice the covariance matrix $\Sigma$ (or correlation matrix $\mathcal{P}$) is rarely known and hence the eigenvalues $\lambda_1, \ldots, \lambda_d$ and its corresponding eigenvectors must be estimated from the random sample (sample data matrix). However, in that case one can similarly obtain the results presented in this chapter. We conclude this chapter with the following property that is geometrically equivalent to the algebraic properties from Propositions 2.2 and 2.3.
Proposition 2.5. Let $p_1, \ldots, p_n$ be observations in a $d$-dimensional space. A measure of ‘goodness-of-fit’ of a $q$-dimensional hyperplane to $p_1, \ldots, p_n$ can be defined as the sum of squared perpendicular distances of $p_1, \ldots, p_n$ from the hyperplane. This measure is minimized when the $q$-dimensional hyperplane is spanned by the first $q$ principal components of $p_1, \ldots, p_n$.

This property can be viewed as an alternative derivation of the principal components. Rather than adapting the algebraic definition of population principal components, given above in this section, there is an alternative geometric definition of sample principal components. They are defined as the linear functions (projections) of $p_1, \ldots, p_n$ that successively define hyperplanes of dimension $1, 2, \ldots, q, \ldots, (d-1)$ for which the sum of squared perpendicular distances of $p_1, \ldots, p_n$ from the hyperplane is minimized. This definition provides another way in which principal components can be interpreted as accounting for as much as possible of the total variation in the data, within lower-dimensional space. In fact, this is essentially the approach adopted by Pearson [38], although he concentrated on the two cases, where $q = 1$ and $q = d-1$. Given a set of points in $d$-dimensional space, Pearson found the ‘best-fitting line’ and ‘best-fitting hyperplane’ in the sense of minimizing the sum of squared deviations of the points from the line or hyperplane. The best-fitting line determines the first principal component, although Pearson did not use this terminology, and the direction of the last principal component is orthogonal to the best-fitting hyperplane.
Chapter 3

Lower Bounds on the Quality of the PCA Bounding Boxes

In this and the next chapter we study the quality of the PCA bounding boxes, obtaining bounds on the worst case ratio of the volume of the PCA bounding box and the volume of the minimum-volume bounding box. We present examples of point sets in the plane, where the worst case ratio tends to infinity. To avoid the influence of the distribution of the point set on the directions of the PCs, we consider PCA bounding boxes for continuous sets, especially for the convex hull of a point set, obtaining several variants of continuous PCA. In this chapter, we investigate the quality of the bounding boxes obtained by the variants of continuous PCA related to the convex hull of a point set, giving lower bounds on the approximation factor in an arbitrary dimension.

3.1 Approximation factors

Given a point set $P \subseteq \mathbb{R}^d$ we denote by $BB_{pca}(P)$ the PCA bounding box of $P$ and by $BB_{opt}(P)$ the bounding box of $P$ with smallest possible volume. The ratio of the two volumes $\kappa_d(P) = \text{Vol}(BB_{pca}(P))/\text{Vol}(BB_{opt}(P))$ defines the approximation factor for $P$, and

$$\kappa_d = \sup \{ \kappa_d(P) \mid P \subseteq \mathbb{R}^d, \text{Vol}(CH(P)) > 0 \}$$

defines the general PCA approximation factor.

Since bounding boxes of a point set $P$ (with respect to any orthogonal coordinate system) depend only on the convex hull of $CH(P)$, the construction of the covariance matrix should be based only on $CH(P)$ and not on the distribution of the points inside. Using the vertices, i.e., the 0-dimensional faces of $CH(P)$ to define the covariance matrix $\Sigma$ we obtain a bounding box $BB_{pca(d,0)}(P)$. We denote by $\kappa_{d,0}(P)$ the approximation factor for the given point set $P$ and by

$$\kappa_{d,0} = \sup \{ \kappa_{d,0}(P) \mid P \subseteq \mathbb{R}^d, \text{Vol}(CH(P)) > 0 \}$$
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Figure 3.1: Four points and their PCA bounding-box (left). A dense collection of additional points significantly affect the orientation of the PCA bounding-box (right).

the approximation factor in general. The example in Figure 3.1 shows that \( \kappa_{2,0}(P) \) can be arbitrarily large if the convex hull is a thin, slightly “bulged rectangle”, with a lot of additional vertices in the middle of the two long sides. Since this construction can be lifted into higher dimensions we obtain a first general lower bound.

**Proposition 3.1.** \( \kappa_{d,0} = \infty \) for any \( d \geq 2 \).

To overcome this problem, one can apply a continuous version of PCA taking into account (the dense set of) all points on the boundary of \( CH(P) \), or even all points in \( CH(P) \). In this approach \( X \) is a continuous set of \( d \)-dimensional vectors and the coefficients of the covariance matrix are defined by integrals instead of finite sums. If \( CH(P) \) is known, the computation of the coefficients of the covariance matrix in the continuous case can also be done in linear time, thus, the overall complexity remains the same as in the discrete case. Note that for \( d = 1 \) the above problem is trivial, because the PCA bounding box is always optimal, i.e., \( \kappa_{1,0} \) is 1.

### 3.2 Continuous PCA

Variants of the continuous PCA applied to triangulated surfaces of 3D objects were presented by Gottschalk et. al. [14], Lahanas et. al. [25] and Vranic et. al. [50]. In what follows, we briefly review the basics of the continuous PCA in a general setting.

Let \( X \) be a continuous set of \( d \)-dimensional vectors with constant density. Then, the center of gravity of \( X \) is

\[
c = \frac{\int_{x \in X} x dx}{\int_{x \in X} dx}.
\] (3.1)
Here, \( \int dx \) denotes either a line integral, an area integral, or a volume integral in higher dimensions. For any unit vector \( v \in \mathbb{R}^d \), the variance of \( X \) in direction \( v \) is

\[
\text{var}(X, v) = \frac{\int_{x \in X} \langle x - c, v \rangle^2 dx}{\int_{x \in X} dx}.
\] (3.2)

The covariance matrix of \( X \) has the form

\[
\Sigma = \frac{\int_{x \in X} (x - c)(x - c)^T dx}{\int_{x \in X} dx},
\] (3.3)

with its \((i, j)\)-th component

\[
\sigma_{ij} = \frac{\int_{x \in X} (x_i - c_i)(x_j - c_j) dx}{\int_{x \in X} dx},
\] (3.4)

where \( x_i \) and \( x_j \) are the \(i\)-th and \(j\)-th component of the vector \( x \), and \( c_i \) and \( c_j \) the \(i\)-th and \(j\)-th component of the center of gravity. In the case when \( X \) is a continuous set of vectors, the procedure of finding the most significant directions can be also reformulated as an eigenvalue problem, and it can be verified that the results presented in Section 2.3.3 hold.

For point sets \( P \) in \( \mathbb{R}^2 \) we are especially interested in the cases when \( X \) represents the boundary of \( CH(P) \), or all points in \( CH(P) \). Since the first case corresponds to the 1-dimensional faces of \( CH(P) \) and the second case to the only 2-dimensional face of \( CH(P) \), the generalization to a dimension \( d > 2 \) leads to a series of \( d - 1 \) continuous PCA versions. For a point set \( P \in \mathbb{R}^d \), \( \Sigma(P, i) \) denotes the covariance matrix defined by the points on the \(i\)-dimensional faces of \( CH(P) \), and \( BB_{pca(d,i)}(P) \), denotes the corresponding bounding box. The approximation factors \( \kappa_{d,i}(P) \) and \( \kappa_{d,i} \) are defined as

\[
\kappa_{d,i}(P) = \frac{\text{Vol}(BB_{pca(d,i)}(P))}{\text{Vol}(BB_{opt}(P))},
\]

and

\[
\kappa_{d,i} = \sup \left\{ \kappa_{d,i}(P) \mid P \subseteq \mathbb{R}^d, \text{Vol}(CH(P)) > 0 \right\}.
\]

### 3.3 Lower Bounds

The lower bounds we are going to derive are based on the following connection between the symmetry of a point set and its principal components.

**Lemma 3.1.** Let \( P \) be a \(d\)-dimensional point set symmetric with respect to a hyperplane \( H \) and assume that the covariance matrix \( \Sigma \) of \( P \) has \(d\) different eigenvalues. Then, a principal component of \( P \) is orthogonal to \( H \).

**Proof.** Without loss of generality, we can assume that the hyperplane of symmetry is spanned by the last \(d - 1\) standard base vectors of the \(d\)-dimensional space and the center of gravity of the point set coincides with the origin of the...
Let \( \lambda \) and by Lemma 3.1, the vector \( v \times P \) and corresponding eigenvectors \( vP \) of \( \Sigma \) where each point \( p \) of \( P \) has a counterpoint \( \sigma p \) in \( P \) (and vice versa) such that \( p \) and \( \sigma p \) differ only in the first coordinate, namely \( p_1 = -\sigma p_1 \). Then, we can rewrite (3.4) as

\[
\sigma_{ij} = \frac{\int_{p \in P} (p_i - c_i)(p_j - c_j) dp}{\int_{p \in P} dp} = \frac{\int_{p \in P^+} p_i p_j dp}{\int_{p \in P^+} dp} + \frac{\int_{p \in P^-} p_i p_j dp}{\int_{p \in P^-} dp},
\]

and

\[
\sigma_{1j} = \frac{\int_{p \in P^+} p_1 p_j dp}{\int_{p \in P^+} dp} + \frac{\int_{p \in P^-} p_1 p_j dp}{\int_{p \in P^-} dp} = \frac{\int_{p \in P^+} p_1 p_j dp}{\int_{p \in P^+} dp} + \frac{\int_{p \in P^-} -p_1 p_j dp}{\int_{p \in P^+} dp}.
\]

Then, the components \( \sigma_{1j} \), for \( 2 \leq j \leq d \), are 0. Due to symmetry the components \( \sigma_{j1} \) are also 0. Thus, the covariance matrix has the form

\[
\Sigma = \begin{pmatrix}
\sigma_{11} & 0 & \cdots & 0 \\
0 & \sigma_{22} & \cdots & \sigma_{2d} \\
\vdots & \vdots & \ddots & \vdots \\
0 & \sigma_{d2} & \cdots & \sigma_{dd}
\end{pmatrix}.
\]

(3.5)

We note that the same argument carry thorough in the case when \( P \) is a discrete point set.

The characteristic polynomial of \( \Sigma \) is

\[
\det(\Sigma - \lambda I) = (\sigma_{11} - \lambda)f(\lambda),
\]

(3.6)

where \( f(\lambda) \) is a polynomial of degree \( d - 1 \), with coefficients determined by the elements of the \((d - 1) \times (d - 1)\) submatrix of \( \Sigma \). From this it follows that \( \sigma_{11} \) is a solution of the characteristic equation, i.e., it is an eigenvalue of \( \Sigma \) and the vector \((1, 0, ..., 0)\) is its corresponding eigenvector (principal component), which is orthogonal to the assumed hyperplane of symmetry.

We start with a generalization of Proposition 3.1.

**Proposition 3.2.** \( \kappa_{d,i} = \infty \) for any \( d \geq 4 \) and any \( 1 \leq i < d - 1 \).

**Proof.** We use a lifting argument to show that for any point set \( P \subseteq \mathbb{R}^k \) there is a point set \( P' \subseteq \mathbb{R}^{k+1} \) such that \( \kappa_{k,i}(P) \leq \kappa_{k+1,i+1}(P') \), and consequently \( \kappa_{k,i} \leq \kappa_{k+1,i+1} \).

Let \( \Sigma \) be the covariance matrix of \( P \) with eigenvalues \( \lambda_1 > \lambda_2 > \cdots > \lambda_k \), and corresponding eigenvectors \( v_1, v_2, \ldots, v_k \). We define the point set \( P'(h) = P \times [-h, h], h \in \mathbb{R}^+ \). Let \( \Sigma'(h) \) be the covariance matrix of \( P'(h) \). Obviously, the point set \( P'(h) \) is symmetric with respect to the hyperplane \( H = \mathbb{R}^k \times \{0\} \), and by Lemma 3.1 the vector \( v_{k+1} = (0, \ldots, 0, 1) \) is an eigenvector of \( \Sigma'(h) \). Let \( \lambda(h) \) be the corresponding eigenvalue of \( v_{k+1} \). Since \( \lambda(h) = \text{var}(P', v_{k+1}) \)
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is a quadratic function of \( h \), with \( \lim_{h \to 0} \lambda(h) = 0 \), we can choose a value \( h_0 \) such that \( \lambda(h_0) \) is smaller than the other eigenvalues of \( \Sigma' \). Let \( v \) be an arbitrary direction in \( \mathbb{R}^k \). Then, by definition of \( P' \), the variance of \( P' \) in the direction \((v, 0)\) remains the same as the variance of \( P \) in the direction \( v \). Thus, we can conclude that the eigenvalues of \( \Sigma' \) are \( \lambda_1 > \lambda_2 > \cdots > \lambda_k > \lambda(h_0) \), with corresponding eigenvectors \((v_1, 0), (v_2, 0), \ldots (v_k, 0), v_{k+1} \), and consequently \( \text{Vol}(BB_{pca}(k+1,i+1)(P')) = 2h_0 \text{Vol}(BB_{pca}(k,i)(P)) \).

On the other hand, the bounding box \( BB_{h_0} = BB_{opt}(P) \times [-h_0, h_0] \) is also a bounding box of \( P' \). Therefore, we obtain

\[
k_{k+1,i+1} \geq \frac{\text{Vol}(BB_{pca}(k+1,i+1)(P'))}{\text{Vol}(BB_{opt}(P'))} \geq \frac{\text{Vol}(BB_{pca}(k+1,i+1)(P'))}{\text{Vol}(BB_{h_0})} \geq \kappa_{k,i}.
\]

Now, we can establish \( \kappa_{d,i} \geq \kappa_{d-1,i-1} \geq \cdots \geq \kappa_{d-i,0} = \infty \).

This way, there remain only two interesting cases for a given \( d \): the factor \( \kappa_{d,d-1} \) corresponding to the boundary of the convex hull, and the factor \( \kappa_{d,d} \) corresponding to the full convex hull.

3.3.1 Lower bounds in \( \mathbb{R}^2 \)

The result obtained in this subsection can be seen as a special case of the result obtained in Subsection 3.3.3. To gain a better understanding of the problem and the obtained results, we consider it separately.

**Theorem 3.1.** \( \kappa_{2,1} \geq 2 \) and \( \kappa_{2,2} \geq 2 \).

**Proof.** Both lower bounds can be derived from a rhombus. Let the side length of the rhombus be 1. To make sure that the covariance matrix has two distinct eigenvalues, we assume that the rhombus has an angle \( \alpha > 90^\circ \). Since the rhombus is symmetric, its PCs coincide with its diagonals. In Figure 3.2 (b) its optimal-area bounding boxes, for 2 different angles, \( \alpha > 90^\circ \) and \( \beta = 90^\circ \), are shown, and in Figure 3.2 (a) its corresponding PCA bounding boxes. When the rhombus’ angles in limit approach \( 90^\circ \), the rhombus approaches a square with side length 1, i.e., the vertices of the rhombus in the limit are \( \left( \frac{1}{\sqrt{2}}, 0 \right), \left( -\frac{1}{\sqrt{2}}, 0 \right), \left( 0, \frac{1}{\sqrt{2}} \right) \) and \( \left( 0, -\frac{1}{\sqrt{2}} \right) \) (see Figure 3.2 (a)), and the area of its PCA bounding box is \( \sqrt{2} \times \sqrt{2} \). According to Lemma 3.1, the PCs of the rhombus are unique as long its angles are not \( 90^\circ \). This leads to the conclusion that the ratio between the area of the PCA bounding box in Figure 3.2 (a) and the area of the optimal-area bounding box in Figure 3.2 (b) in limit goes to 2.

Alternatively, to show that the given squared rhombus fits into a unit square,
one can apply the following rotation matrix

\[ R_2 = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}. \]  

(3.7)

It can be verified easily that all coordinates of the vertices of the rhombus transformed by \( R_2 \) are in the interval \([-0.5, 0.5]\). We use similar arguments when we prove the lower bounds in higher dimensions.

### 3.3.2 Lower bounds in \( \mathbb{R}^3 \)

**Theorem 3.2.** \( \kappa_{3,2} \geq 4 \) and \( \kappa_{3,3} \geq 4 \).

**Proof.** Both lower bounds are obtained from a dipyramid, having a rhombus with side length \( \sqrt{2} \) as its base. The other sides of the dipyramid have length \( \frac{\sqrt{3}}{2} \). Similarly as in \( \mathbb{R}^2 \), we consider the case when its base, the rhombus, in limit approaches the square, i.e., the vertices of the square dipyramid are \((1, 0, 0), (-1, 0, 0), (0, 1, 0), (0, -1, 0), (0, 0, \frac{\sqrt{2}}{2})\) and \((0, 0, -\frac{\sqrt{2}}{2})\) (see Figure 3.3 (a)). The side lengths of its PCA bounding box are 2, 2 and \( \sqrt{2} \). Now, we rotate the coordinate system (or the square dipyramid) with the rotation determined by
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3.3.3 Lower bounds in $\mathbb{R}^d$

The lower bounds, presented in this subsection, are based on the following result.

**Theorem 3.3.** If the dimension $d$ of the bounding box is

(a) a power of two, or

(b) a multiply of four and at most 664,

then $\kappa_{d,d-1} \geq d^{d/2}$ and $\kappa_{d,d} \geq d^{d/2}$.

**Proof.** (a) For any $d = 2^k$, $k \in \mathbb{N} \setminus \{0\}$, let $\mathbf{a}_i$ be a $d$-dimensional vector, with $a_{ii} = \frac{\sqrt{d}}{2}$ and $a_{ij} = 0$ for $i \neq j$, and let $\mathbf{b}_i = -\mathbf{a}_i$. We construct a $d$-dimensional convex polytope $P_d$ with vertices $V = \{\mathbf{a}_i, \mathbf{b}_i | 1 \leq i \leq d\}$. It is easy to check that the hyperplane orthogonal to $\mathbf{a}_i$ is a hyperplane of reflective symmetry, and as consequence of Lemma 3.1, $\mathbf{a}_i$ is an eigenvector of the covariance matrix of $P_d$. To ensure that all eigenvalues are different (which implies that the PCA bounding box is unique), we add $\epsilon_i > 0$ to the $i$-th coordinate of $\mathbf{a}_i$, and $-\epsilon_i$ to the $i$-th coordinate of $\mathbf{b}_i$, for $1 \leq i \leq d$, where $\epsilon_1 < \epsilon_2 < \cdots < \epsilon_d$. When all $\epsilon_i$, $1 \leq i \leq d$, tend to 0, the PCA bounding box of the convex polytope

![Figure 3.3: An example which gives the lower bound on the volume of the PCA bounding box of an arbitrary convex polygon in $\mathbb{R}^3$.](image)
$P_d$ converges to a hypercube with side lengths $\sqrt{d}$, i.e., the volume of the PCA bounding box of $P_d$ converges to $d^{d/2}$. Now, we rotate $P_d$, such that it fits into the cube $[-\frac{1}{2}, \frac{1}{2}]^d$. For $d = 2^k$, we can use a rotation matrix

$$R_d = \frac{1}{\sqrt{d}} \begin{pmatrix} R_{\frac{d}{2}} & R_{\frac{d}{2}} \\ R_{\frac{d}{2}} & -R_{\frac{d}{2}} \end{pmatrix},$$

(3.9)

where we start with the matrix $R_1 = (1)$. A straightforward calculation verifies that $P_d$ rotated with $R_d$ fits into the cube $[-0.5, 0.5]^d$.

(b) Before we prove this part of the theorem, we would like to note that the derivation of $R_d$ in (a) can be traced back to a Hadamard matrix.

A Hadamard matrix of order $d \times d$, denoted by $H_d$, is a $\pm 1$ matrix with orthogonal columns.

Alternatively, we can define $R_d$ as

$$R_d = \frac{1}{\sqrt{d}} H_d,$$

(3.10)

where

$$H_d = \begin{pmatrix} H_{\frac{d}{2}} & H_{\frac{d}{2}} \\ H_{\frac{d}{2}} & -H_{\frac{d}{2}} \end{pmatrix},$$

(3.11)

and

$$H_2 = \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}.$$ 

(3.12)

From the construction in the proof for (a), it follows that the theorem holds for all dimensions $d$ for which a $d \times d$ Hadamard matrix exists. In (a), it was shown that a Hadamard matrix always exits when $d = 2^k$, $k \in \mathbb{N} \setminus \{0\}$. Hadamard conjectured that a Hadamard matrix also exists when $d = 4k$, $k \in \mathbb{N} \setminus \{0\}$. This conjecture is known to be true for $d \leq 664$ [23].

We can combine lower bounds from lower dimensions to get lower bounds in higher dimensions by taking Cartesian products. If $\kappa_{d_1}$ is a lower bound on the ratio between the PCA bounding box and the optimal bounding box of a convex polytope in $\mathbb{R}^{d_1}$, and $\kappa_{d_2}$ is a lower bound in $\mathbb{R}^{d_2}$, then $\kappa_{d_1} \cdot \kappa_{d_2}$ is a lower bound in $\mathbb{R}^{d_1+d_2}$. This observation together with the results from this section enables us to obtain lower bounds in any dimension. For example, for the first 12 dimensions, the lower bounds we obtain are given in Table 3.1.

One can observe big gaps between the bounds in $\mathbb{R}^7$ and $\mathbb{R}^8$, and between the bounds in $\mathbb{R}^{11}$ and $\mathbb{R}^{12}$. The bound in $\mathbb{R}^7$ is obtained as a product of the lower bounds in $\mathbb{R}^3$ and $\mathbb{R}^4$, and the bound in $\mathbb{R}^{11}$ is obtained as a product of the lower bounds in $\mathbb{R}^3$ and $\mathbb{R}^8$, while the bounds in $\mathbb{R}^8$ and $\mathbb{R}^{12}$ are obtained directly.
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Table 3.1: Lower bounds for the approximation factor of PCA bounding boxes for the first 12 dimensions.

<table>
<thead>
<tr>
<th>dim.</th>
<th>R</th>
<th>R^2</th>
<th>R^3</th>
<th>R^4</th>
<th>R^5</th>
<th>R^6</th>
<th>R^7</th>
<th>R^8</th>
<th>R^9</th>
<th>R^10</th>
<th>R^11</th>
<th>R^12</th>
</tr>
</thead>
<tbody>
<tr>
<td>lower bound</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>16</td>
<td>16</td>
<td>32</td>
<td>64</td>
<td>4096</td>
<td>4096</td>
<td>8192</td>
<td>16384</td>
<td>2985984</td>
</tr>
</tbody>
</table>

from Theorem 3.3. This indicates that for dimensions that are not covered by Theorem 3.3, one can expect much bigger lower bounds. It is an interesting open problem to develop techniques for such improvements.
Chapter 4

Upper Bounds on the Quality of PCA Bounding Boxes

In this chapter, we present upper bounds on the approximation factors of PCA bounding boxes in $\mathbb{R}^2$ and $\mathbb{R}^3$. As it was shown in Proposition 3.1, the considered bounds for discrete point sets tend to infinity. Thus, we are interested in PCA bounding boxes for continuous point sets, especially for the convex hull of point sets. In Proposition 3.2, it was shown that the only two cases, related to the convex hull of the point set, when the approximation factor does not tend to infinity, are those when the whole convex hull, or the boundary of the convex hull are considered. The corresponding approximation factors were denoted by $\kappa_{d,d}$ and $\kappa_{d,d-1}$. In this chapter, we present upper bounds on $\kappa_{2,1}$, $\kappa_{2,2}$ and $\kappa_{3,3}$.

Starting from the principle that the study of the worst case examples (established by the known lower bounds) could give an idea how to prove upper bounds, we make a surprising observation: Since most of the worst case examples have minimum-volume bounding boxes with unit lengths of all sides, it is trivial that any bounding box approximates with a factor at most $\sqrt{d}$. Thus, we have a trivial upper bound for all point sets with an optimal bounding box of unit lengths of all sides. Moreover, in $\mathbb{R}^2$ this argument can be generalized to a parameterized upper bound depending on the ratio $\eta$ between the lengths of the longest and the shortest side of the minimum-volume bounding box. Again, this is not a special upper bound for the PCA-algorithm, it applies to all “tight” bounding boxes with respect to any orthonormal coordinate system. Thus, we need a second upper bound argument that makes use of the special properties of PCA, and that works well when the ratio $\eta$ is large. To obtain the final upper bound we consider the lower envelop of both parameterized bounds and search for its maximum (over all $\eta \geq 1$).

Upper bounds in $\mathbb{R}^2$. The first parameterized bound in $\mathbb{R}^2$ is common for both $\kappa_{2,1}$ and $\kappa_{2,2}$. It depends on the parameter $\eta$. The bound is presented in Lemma 4.1 and it is based on a simple estimation of the diameter of the point set. It is good for a small values of the parameter $\eta$. An improvement of this
bound is presented in Lemma 4.5 and it is obtained by computing the maximum area rectangle that touches a certain rectangle.

The second parameterized bounds on \(\kappa_{2,1}\) and \(\kappa_{2,2}\) are presented in Lemmas 4.4 and 4.9, respectively. Both are good for big values of the parameter \(\eta\). The essence of deriving these bounds is an estimation of the distance of the continuous point set to its best fitting line. However, the techniques used to obtain the estimations differ for \(\kappa_{2,1}\) and for \(\kappa_{2,2}\). For \(\kappa_{2,1}\), we exploit arguments from discrete geometry (Lemmas 4.2 and 4.3), while for \(\kappa_{2,2}\) we use ideas from integral calculus (Theorems 4.3 and 4.4).

An upper bound in \(\mathbb{R}^3\). We present an upper bound on \(\kappa_{3,3}\). We follow the ideas from the derivation of the upper bounds on \(\kappa_{2,2}\). However, in \(\mathbb{R}^3\) there are two main differences with respect to \(\mathbb{R}^2\). First, the density function of the convex hull in \(\mathbb{R}^3\) (see Section 4.2.1 for the definition) is not convex. Instead of convexity, another property of the density function (described in Proposition 4.1) is used. Second, the higher dimensionality of the problem requests an additional relation between the sides lengths of the minimum-volume bounding box and PCA bounding box, which is obtained in Lemma 4.13.

4.1 Upper Bounds in \(\mathbb{R}^2\)

4.1.1 An upper bound on \(\kappa_{2,1}\)

Given a point set \(P \subseteq \mathbb{R}^2\) and an arbitrary bounding box \(BB(P)\) we will denote the two side lengths by \(a\) and \(b\), where \(a \geq b\). We are interested in the side lengths \(a_{\text{opt}}(P) \geq b_{\text{opt}}(P)\) and \(a_{\text{pca}}(P) \geq b_{\text{pca}}(P)\) of \(BB_{\text{opt}}(P)\) and \(BB_{\text{pca}(2,1)}(P)\), see Figure 4.1. The parameters \(\alpha = \alpha(P) = a_{\text{pca}}(P)/a_{\text{opt}}(P)\) and \(\beta = \beta(P) = b_{\text{pca}}(P)/b_{\text{opt}}(P)\) denote the ratios between the corresponding side lengths. Hence, we have \(\kappa_{2,1}(P) = \alpha(P) \cdot \beta(P)\). If the relation to \(P\) is clear, we will omit the reference to \(P\) in the notations introduced above.

Since the side lengths of any bounding box are bounded by the diameter of \(P\), we can observe that in general \(b_{\text{pca}}(P) \leq a_{\text{pca}}(P) \leq \text{diam}(P) \leq \sqrt{2} a_{\text{opt}}(P)\), and in the special case when the optimal bounding box is a square \(\kappa_{2,1}(P) \leq 2\). This observation can be generalized, introducing an additional parameter \(\eta(P) = a_{\text{opt}}(P)/b_{\text{opt}}(P)\).

Lemma 4.1. \(\kappa_{2,1}(P) \leq \eta + \frac{1}{\eta}\) and \(\kappa_{2,2}(P) \leq \eta + \frac{1}{\eta}\) for any point set \(P\) with fixed aspect ratio \(\eta(P) = \eta\).

Proof. We have for both \(a_{\text{pca}}\) and \(b_{\text{pca}}\) the upper bound \(\text{diam}(P) \leq \sqrt{a_{\text{opt}}^2 + b_{\text{opt}}^2}\)

\[= a_{\text{opt}} \sqrt{1 + \frac{1}{\eta^2}}\]. Replacing \(a_{\text{opt}}\) by \(\eta \cdot b_{\text{opt}}\) in the bound on \(b_{\text{pca}}\) we obtain \(\alpha \beta \leq \eta \left(\sqrt{1 + \frac{1}{\eta^2}}\right)^2 = \eta + \frac{1}{\eta}\). \(\square\)
Unfortunately, this parameterized upper bound tends to infinity for $\eta \to \infty$. Therefore, we are going to derive another upper bound that is better for large values of $\eta$. In this process we will make essential use of the properties of $BB_{pca(2,1)}(P)$. In order to distinguish clearly between a convex set and its boundary, we will use calligraphic letters for the boundaries, specifically $P$ for the boundary of $CH(P)$ and $BB_{opt}$ for the boundary of the rectangle $BB_{opt}(P)$. Furthermore, we denote by $d^2(P, l)$ the integral of the squared distances of the points on $P$ to a line $l$, i.e., $d^2(P, l) = \int_{x \in P} d^2(x, l) ds$. Let $l_{opt}$ be the line going through the center of gravity and parallel to the longer side of $BB_{pca(2,1)}(P)$ and $l_{\frac{1}{2}}$ be the bisector of $BB_{opt}(P)$ parallel to the longer side. By Proposition $2.5$, $l_{pca}$ is the best fitting line of $P$ and therefore,

$$d^2(P, l_{pca}) \leq d^2(P, l_{\frac{1}{2}}). \quad (4.1)$$

**Lemma 4.2.** $d^2(P, l_{\frac{1}{2}}) \leq \frac{b_{opt}^2 a_{opt}}{2} + \frac{b_{opt}^3}{6}$.

**Proof.** If a segment of $P$ intersects the line $l_{\frac{1}{2}}$, we split this segment into two segments, with the intersection point as a split point. Then, to each segment $f$ of $P$ flush with the side of the PCA bounding box, we assign a segment identical to $f$. To each remaining segment $s$ of $P$, with endpoints $(x_1, y_1)$ and $(x_2, y_2)$, where $|y_1| \leq |y_2|$, we assign two segments: a segment $s_1$, with endpoints $(x_1, y_1)$ and $(x_1, y_2)$, and a segment $s_2$, with endpoints $(x_1, y_2)$ and $(x_2, y_2)$. All these segments form the boundary $BB_S$ of a staircase polygon (see Figure 4.2 for illustration). Two straightforward consequences are that $d^2(BB_S, l_{\frac{1}{2}}) \leq d^2(BB_{opt}, l_{\frac{1}{2}})$, and $d^2(s, l_{\frac{1}{2}}) \leq d^2(s_1, l_{\frac{1}{2}}) + d^2(s_2, l_{\frac{1}{2}})$, for each segment $s$ of $P$. Therefore, $d^2(P, l_{\frac{1}{2}})$ is at most $d^2(BB_S, l_{\frac{1}{2}})$, which is bounded from above by $d^2(BB_{opt}, l_{\frac{1}{2}}) = 4 \int_{0}^{b_{opt}} x^2 dx + 2 \int_{0}^{a_{opt}} (\frac{b_{opt}}{2})^2 dx = \frac{b_{opt}^2 a_{opt}}{2} + \frac{b_{opt}^3}{6}$. \hfill $\square$

Now we look at $P$ and its PCA bounding box (Figure 4.3). The line $l_{pca}$ divides $P$ into an upper and a lower part, $P_{upp}$ and $P_{low}$. $l_{upp}$ denotes the
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Figure 4.2: The convex polygon $\mathcal{P}$, its optimal bounding box, and the staircase polygon $BB_S$ (depicted dashed).

Figure 4.3: The convex polygon $\mathcal{P}$, its PCA bounding box, and a construction for a lower bound on $d^2(\mathcal{P}, l_{\text{pca}})$.

orthogonal projection of $\mathcal{P}_{\text{upp}}$ onto $l_{\text{pca}}$, with $U_1$ and $U_2$ as its extreme points, and $l_{\text{low}}$ denotes the orthogonal projection of $\mathcal{P}_{\text{low}}$ onto $l_{\text{pca}}$, with $L_1$ and $L_2$ as its extreme points. $\mathcal{T}_{\text{upp}} = \triangle(U_1U_2U_3)$ is a triangle inscribed in the upper part of the PCA bounding box (the part above $l_{\text{pca}}$), where point $U_3$ lies on the intersection of $\mathcal{P}_{\text{upp}}$ with the upper side of the PCA bounding box. Analogously, $\mathcal{T}_{\text{low}} = \triangle(L_1L_2L_3)$ is a triangle inscribed in the lower part of the PCA bounding box (the part below $l_{\text{pca}}$).

Lemma 4.3.

$$d^2(\mathcal{P}, l_{\text{pca}}) \geq d^2(\mathcal{T}_{\text{upp}}, l_{\text{pca}}) + d^2(\mathcal{T}_{\text{low}}, l_{\text{pca}}).$$

Proof. Let $Q$ denote a chain of segments of $\mathcal{P}$, which does not touch the longer side of the PCA bounding box, and whose one endpoint lies on the smaller side of the PCA bounding box, and the other endpoint on the line $l_{\text{pca}}$. We reflect $Q$ at the line supporting the side of the PCA bounding box touched by $Q$. All such reflected chains of segments, together with the rest of $\mathcal{P}$, form two polylines: $\mathcal{P}'_{\text{upp}}$ and $\mathcal{P}'_{\text{low}}$ (see Figure 4.4 for illustration). As a consequence, to each of the sides of the triangles $\mathcal{T}_{\text{low}}$ and $\mathcal{T}_{\text{upp}}$, $L_1L_3$, $L_2L_3$, $U_1U_3$, $U_2U_3$, we have a corresponding chain of segments $R$ as shown in the two cases in Figure 4.5. In both cases $d^2(t, l_{\text{pca}}) \leq d^2(R, l_{\text{pca}})$. Namely, we can parametrize both curves, $R$ and $t$, starting at the common endpoint $A$ that is furthest from $l_{\text{pca}}$. By comparing two points with the same parameter (distance from $A$ along the curve) we see that the point on $t$ always has a smaller distance to $l_{\text{pca}}$ than
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The base-point of $t$ corresponds to the most left point of $T_{\text{upp}}$ from Figure 4.3 and Figure 4.4. In addition $t$ is shorter, and some parts of $R$ have no match on $t$.

Consequently, $d^2(P', l_{\text{pca}}) \geq d^2(T_{\text{upp}} \cup T_{\text{low}}, l_{\text{pca}}) = d^2(T_{\text{upp}}, l_{\text{pca}}) + d^2(T_{\text{low}}, l_{\text{pca}})$, and since $d^2(P', l_{\text{pca}}) = d^2(P, l_{\text{pca}}) = d^2(P_{\text{upp}} \cup P_{\text{low}}, l_{\text{pca}})$, the proof is completed.

Since $P$ is convex, the following relations hold:

$$|l_{\text{upp}}| \geq \frac{b'}{b_{\text{pca}}} a_{\text{pca}}, \text{ and } |l_{\text{low}}| \geq \frac{b_{\text{pca}} - b'}{b_{\text{pca}}} a_{\text{pca}}. \quad (4.2)$$

The value

$$d^2(T_{\text{upp}}, l_{\text{pca}}) = \int_0^{a_1^2+b'^2} \frac{\alpha}{\sqrt{a_1^2+b'^2}} b')^2 d\alpha + \int_0^{a_2^2+b'^2} \frac{\alpha}{\sqrt{a_2^2+b'^2}} (b')^2 d\alpha$$

$$= \frac{b'^3}{3} (\sqrt{a_1^2 + b'^2} + \sqrt{a_2^2 + b'^2})$$

is minimal when $a_1 = a_2 = \frac{|l_{\text{upp}}|}{2}$. With (4.2) we get

$$d^2(T_{\text{upp}}, l_{\text{pca}}) \geq \frac{b'^3}{3b_{\text{pca}}} a_{\text{pca}}^2 + 4b_{\text{pca}}^2.$$

Analogously, we have for the lower part:

$$d^2(T_{\text{low}}, l_{\text{pca}}) \geq \frac{(b_{\text{pca}} - b')^3}{3b_{\text{pca}}} a_{\text{pca}}^2 + 4b_{\text{pca}}^2.$$
The sum $d^2(T_{\text{upp}}, l_{\text{pca}}) + d^2(T_{\text{low}}, l_{\text{pca}})$ is minimal when $b' = \frac{b_{\text{pca}}}{2}$. This, together with Lemma 4.3 gives:

$$d^2(P, l_{\text{pca}}) \geq \frac{b_{\text{pca}}^2}{12} \sqrt{a_{\text{pca}}^2 + 4b_{\text{pca}}^2}. \quad (4.3)$$

Combining (4.1), (4.3) and Lemma 4.2 we have:

$$\frac{1}{2}a_{\text{opt}}b_{\text{opt}}^2 + \frac{1}{6}b_{\text{opt}}^3 \geq \frac{b_{\text{pca}}^2}{12} \sqrt{a_{\text{pca}}^2 + 4b_{\text{pca}}^2} \geq \frac{b_{\text{pca}}^2}{12}a_{\text{pca}}. \quad (4.4)$$

Replacing $a_{\text{opt}}$ with $\eta b_{\text{opt}}$ on the left side, $b_{\text{pca}}^2$ with $\beta^2 b_{\text{opt}}^2$ and $a_{\text{pca}}$ with $\alpha a_{\text{opt}} = \alpha \eta b_{\text{opt}}$ on the right side of (4.4), we obtain:

$$\left(\frac{\eta}{2} + \frac{1}{6}\right) b_{\text{opt}}^3 \geq \frac{\beta^2 \alpha \eta}{12} b_{\text{opt}}^3$$

which implies

$$\beta \leq \sqrt{\frac{6\eta + 2}{\alpha \eta}}.$$

This gives the second upper bound on $\kappa_{2,1}(P)$ for point sets with parameter $\eta$:

$$\alpha \beta \leq \sqrt{\frac{(6\eta + 2)\alpha}{\eta}} \leq \sqrt{\frac{6\eta + 2}{\eta}} \sqrt{1 + \frac{1}{\eta^2}}. \quad (4.5)$$

**Lemma 4.4.** $\kappa_{2,1}(P) \leq \sqrt{\frac{6\eta + 2}{\eta}} \sqrt{1 + \frac{1}{\eta^2}}$ for any point set $P$ with fixed aspect ratio $\eta(P) = \eta$.

This implies the final result of this subsection.

**Theorem 4.1.** The PCA bounding box of a point set $P$ in $\mathbb{R}^2$ computed over the boundary of $\text{CH}(P)$ has a guaranteed approximation factor $\kappa_{2,1} \leq 2.737$.

**Proof.** The theorem follows from the combination of the two parameterized bounds from Lemma 4.1 and Lemma 4.4 proved above:

$$\kappa_{2,1} \leq \sup_{\eta \geq 1} \left\{ \min \left( \eta + \frac{1}{\eta}, \sqrt{\frac{6\eta + 2}{\eta}} \sqrt{1 + \frac{1}{\eta^2}} \right) \right\}.$$

It is easy to check that the supremum $s \approx 2.736$ is obtained for $\eta \approx 2.302$. \qed

### 4.1.2 An improved upper bound on $\kappa_{2,1}$

An improvement of the upper bound on $\kappa_{2,1}$ is obtained by providing better upper bound on $\kappa_{2,1}$ for big $\eta$ than that from Lemma 4.1.

Given two rectangles $R_1$ and $R_2$ in $\mathbb{R}^2$, we say that $R_2$ touches $R_1$ if the intersection of each side of $R_2$ with $R_1$ is a corner of $R_1$, or a side of $R_1$. Note that in the latter case, $R_1$ and $R_2$ are identical.
Lemma 4.5. Let $R_1$ be a rectangle in $\mathbb{R}^2$, with side’s lengths $a$ and $b$, such that $a = \eta b$, $\eta \geq 1$. Then, the area of the maximum-area rectangle that touches $R_1$ is $\frac{(\eta + 1)^2 b^2}{2}$.

Proof. Let $R_2$ denote the maximum-area rectangle that touches $R_1$. Due to Thales theorem, the corners of $R_2$ must lie on the half-circles built above each side of $R_1$. See Figure 4.6 for an illustration. The area of $R_2$ equals to the area of $R_1$ plus the area of the four similar triangles (the triangles with angle $\alpha$ in Figure 4.6). Then

$$\text{area}(R_2) = ab + a^2 \sin \alpha \cos \alpha + b^2 \sin \alpha \cos \alpha$$

$$= ab + (a^2 + b^2) \frac{\sin 2\alpha}{2}.$$ 

This expression has maximal value for $\alpha = \frac{\pi}{4}$, namely $\frac{(a+b)^2}{2}$. Since $a = \eta b$, we finally have that the maximal area of $R_2$ is $\frac{(\eta + 1)^2 b^2}{2}$. \hfill \Box

Lemma 4.6. $\kappa_{2,1}(P) \leq \frac{(\eta + 1)^2}{2\eta}$ and $\kappa_{2,2}(P) \leq \frac{(\eta + 1)^2}{2\eta}$ for any point set $P$ with fixed aspect ratio $\eta(P) = \eta$.

Proof. For a point set $P$ with fixed aspect ratio $\eta$ we have that $\text{area}(BB_{\text{opt}}(P)) = a_{\text{opt}} b_{\text{opt}} = \eta b_{\text{opt}}^2$. Denote by $BB_{\text{max}}$ the maximum-area rectangle that touches $BB_{\text{opt}}$. By Lemma 4.5 it follows that $\text{area}(BB_{\text{max}}) = \frac{(\eta + 1)^2 b_{\text{opt}}^2}{2}$. Thus, we have

$$\frac{\text{area}(BB_{\text{pca}}(P))}{\text{area}(BB_{\text{opt}}(P))} \leq \frac{\text{area}(BB_{\text{max}}(P))}{\text{area}(BB_{\text{opt}}(P))} = \frac{(\eta + 1)^2 b_{\text{opt}}^2}{2 \eta b_{\text{opt}}^2} = \frac{(\eta + 1)^2}{2 \eta}.$$ 

\hfill \Box
**Theorem 4.2.** The PCA bounding box of a point set $P$ in $\mathbb{R}^2$ computed over $CH(P)$ has a guaranteed approximation factor $\kappa_{2,1} \leq 2.654$.

**Proof.** The theorem follows from the combination of the two parameterized bounds from Lemma 4.4 and Lemma 4.6:

$$\kappa_{2,1} \leq \sup_{\eta \geq 1} \left\{ \min \left( \frac{(\eta + 1)^2}{2\eta}, \sqrt{\frac{6\eta + 2}{\eta}} \sqrt{1 + \frac{1}{\eta^2}} \right) \right\}.$$ 

The supremum for the expression above occurs at 2.6535 for $\eta \approx 2.970$.  

Although these results concern a continuous PCA version, the proofs are mainly based on arguments from discrete geometry. In contrast to that, the upper bound proofs for $\kappa_{2,2}$ and $\kappa_{3,3}$, presented in the next two subsections, essentially make use of integral calculus.

### 4.1.3 An upper bound on $\kappa_{2,2}$

![Figure 4.7: A convex hull of the point set $P$, its PCA bounding box (a) and its optimal bounding box (b).](image)

First, we note that due to Lemma 4.1, we already have a parameterized upper bound on $\kappa_{2,2}$. Since this bound tends to infinity for $\eta \to \infty$, we are going to derive another upper bound on $\kappa_{2,2}$ that is better for large values of $\eta$. We derive such a bound by finding a constant that bounds $\beta$ from above. In this process we will make essential use of the properties of $BB_{pca(2,2)}(P)$. We denote by $d^2(CH(P), l)$ the integral of the squared distances of the points on $CH(P)$ to a line $l$, i.e.,

$$d^2(CH(P), l) = \int_{s \in CH(P)} d^2(s, l)ds.$$ 

Let $l_{pca}$ be the line going through the center of gravity, parallel to the longer side of $BB_{pca(2,2)}(P)$, and $l_{opt}$ be the line going through the center of gravity, parallel
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to the longer side of $BB_{opt}(P)$ (see Figure 4.7). By Proposition 2.5, $l_{pca}$ is the best fitting line of $P$ and therefore,

$$d^2(CH(P), l_{pca}) \leq d^2(CH(P), l_{opt}). \quad (4.6)$$

We obtain an estimate of $\beta$ by determining a lower bound on $d^2(CH(P), l_{pca})$ that depends on $b_{pca}$, and an upper bound on $d^2(CH(P), l_{opt})$ that depends on $b_{opt}$. Having an arbitrary bounding box of $CH(P)$ (with side lengths $a$ and $b$, $a \geq b$) the area of $CH(P)$ can be expressed as

$$A = A(CH(P)) = \int_0^b \int_0^a \chi_{CH(P)}(x, y)dxdy = \int_0^b g(y)dy,$$

where $\chi_{CH(P)}(x, y)$ is the characteristic function of $CH(P)$ defined as

$$\chi_{CH(P)}(x, y) = \begin{cases} 1 & (x, y) \in CH(P) \\ 0 & (x, y) \notin CH(P), \end{cases}$$

and $g(y) = \int_0^a \chi_{CH(P)}(x, y)dx$ is the length of the intersection of $CH(P)$ with a horizontal line at height $y$. In the following we call $g(y)$ the density function of $CH(P)$ for computing the area with the integral $\int_0^b g(y)dy$. Note that $g(y)$ is continuous and convex in the interval $[0, b]$ (see Figure 4.8 for an illustration). Let $b_1$ denote the $y$-coordinate of the center of gravity of $CH(P)$. The line $l_{b_1}$

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{density_function.png}
\caption{Density function $g(y)$ of the convex hull of a point set in $\mathbb{R}^2$.}
\end{figure}

$(y = b_1)$ divides the area of $CH(P)$ into $A_1$ and $A_2$.

Theorem 4.3, which is derived from the generalized first mean value theorem of integral calculus (Theorem 4.3), is our central technical tool in derivation of the lower and the upper bound on $d^2(CH(P), l_{b_1})$.

**Theorem 4.3.** (Generalized first mean value theorem of integral calculus)
If $h(x)$ and $g(x)$ are continuous functions on the interval $[a, b]$, and if $g(x)$ does
not change its sign in the interval, then there is a \( \xi \in (a, b) \) such that
\[
\int_a^b h(x)g(x)\,dx = h(\xi) \int_a^b g(x)\,dx.
\]

**Theorem 4.4.** Let \( f(x) \) and \( g(x) \) be positive continuous functions on the interval \([a, b]\) with \( \int_a^b f(x)\,dx = \int_a^b g(x)\,dx \), and assume that there is some \( c \in [a, b] \) such that \( f(x) \leq g(x) \), for all \( x \leq c \) and \( f(x) \geq g(x) \), for all \( x \geq c \). Then
\[
\int_a^b (x - b)^2f(x)\,dx \leq \int_a^b (x - b)^2g(x)\,dx \quad \text{and} \quad \int_a^b (x - a)^2f(x)\,dx \geq \int_a^b (x - a)^2g(x)\,dx.
\]

**Proof.** We start from the assumptions \( \int_a^b f(x)\,dx = \int_a^b g(x)\,dx \) and \( f(x) \leq g(x) \) for all \( x \leq c \) and \( f(x) \geq g(x) \) for all \( x \geq c \). Thus,
\[
\int_a^c (g(x) - f(x))\,dx = \int_c^b (f(x) - g(x))\,dx = \Delta \quad (4.7)
\]
and the integrands on both sides are nonnegative. Applying Theorem 4.3 to the following integrals we obtain
\[
\int_a^c (x - b)^2(g(x) - f(x))\,dx = (\xi_1 - b)^2 \int_a^c (g(x) - f(x))\,dx = (\xi_1 - b)^2 \Delta,
\]
and
\[
\int_c^b (x - b)^2(f(x) - g(x))\,dx = (\xi_2 - b)^2 \int_c^b (f(x) - g(x))\,dx = (\xi_2 - b)^2 \Delta,
\]
for some \( \xi_1 \in [a, c] \) and \( \xi_2 \in [c, b] \). Therefore,
\[
\int_a^c (x - b)^2(g(x) - f(x))\,dx = (\xi_1 - b)^2 \Delta \geq (\xi_2 - b)^2 \Delta = \int_c^b (x - b)^2(f(x) - g(x))\,dx.
\]
It follows that
\[
\int_a^b (x - b)^2(g(x) - f(x))\,dx = \int_a^c (x - b)^2(g(x) - f(x))\,dx - \int_c^b (x - b)^2(f(x) - g(x))\,dx \geq 0,
\]
which proves the first claim
\[
\int_a^b (x - b)^2f(x)\,dx \leq \int_a^b (x - b)^2g(x)\,dx.
\]
The proof of the second claim follows by symmetry. \( \square \)

The following theorem was discovered independently by Grünbaum [15] and Hammer (unpublished manuscript), and later rediscovered by Mityagin [31]. We use it to prove a lower and an upper bound of the variance \( d^2(CH(P), l_{b_1}) \).
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**Theorem 4.5** (Grünbaum-Hammer-Mityagin). Let $K$ be a compact convex set in $\mathbb{R}^d$ with non-empty interior and centroid $\mu$. Assume that the $d$-dimensional volume of $K$ is one, that is, $Vol_d(K) = 1$. Let $H$ be any $(d-1)$-dimensional hyperplane passing through $\mu$ with corresponding half-spaces $H^+$ and $H^-$. Then,

$$\min\{Vol_d(K \cap H^+), Vol_d(K \cap H^-)\} \geq \left( \frac{d}{d+1} \right)^d.$$

Moreover, the bound $\left( \frac{d}{d+1} \right)^d$ is best possible.

**Lemma 4.7.** The variance $d^2(\text{CH}(P), l_{b_1})$ is bounded from below by $\frac{10}{243} A b^2$.

**Proof.** We split the integral $\int_{0}^{b}(y - b_1)^2g(y)dy$ at $b_1$ (recall that $b_1$ is the $y$-coordinate of the center of gravity of $\text{CH}(P)$), and prove lower bounds on both parts in the following way: For the left part consider the linear function $f_1(y) = \frac{A_1}{b_1} y$ such that $\int_{0}^{b_1} f_1(y)dy = \int_{0}^{b_1} g(y)dy = A_1$ (see Figure 4.9 (a) for an illustration). From $\int_{0}^{b_1} f_1(y)dy = A_1$, it follows that $f_1(y) = \frac{2A_1 y}{b_1^2}$. Since $g(y)$ is convex, $g(y)$ and $f_1(y)$ intersect only once, at a point $b' \in (0, b_1)$.

By Theorem 4.4 we have

$$\int_{0}^{b_1} (y - b_1)^2g(y)dy \geq \int_{0}^{b_1} (y - b_1)^2f_1(y)dy = \int_{0}^{b_1} (y - b)^2\frac{2A_1}{b_1^2} dy = \frac{A_1 b_1^2}{6}. \quad (4.8)$$

Analogously, for the right part consider the linear function $f_2(y) = \frac{A_2}{b_2} (y - b) = \frac{h_2}{b_2} (y - b)$ such that $\int_{b_1}^{b_2} f_2(y)dy = \int_{b_1}^{b_2} g(y)dy = A_2$ (see Figure 4.9 (b) for an illustration). From $\int_{b_1}^{b_2} f_2(y)dy = A_2$, it follows that $f_2(y) = \frac{2A_2}{b_2^2} (y - b)$. Since $g(y)$ is convex, $g(y)$ and $f_2(y)$ intersect only once, at a point $b'' \in (b_1, b)$. By
Theorem 4.4, we have that
\[
\int_{b_1}^{b} (y - b_1)^2 g(y)\,dy \geq \int_{b_1}^{b} (y - b_1)^2 f_2(y)\,dy = \int_{b_1}^{b} (y - b_1)^2 \frac{2A_2}{(b-b_1)^2} (y - b_1)\,dy = \frac{A_2 b_1^2}{6}.
\]

From (4.8) and (4.9) we obtain that
\[
d^2(CH(P), l_{b_1}) = \int_{b_1}^{b_1} (y - b_1)^2 g(y)\,dy + \int_{b_1}^{b} (y - b_1)^2 g(y)\,dy \geq \frac{A_1 b_1^2}{6} + \frac{A_2 b_1^2}{6}.
\]

From the Grünbaum-Hammer-Mityagin theorem, we know that \(A_1, A_2 \in [\frac{4}{9} A, \frac{5}{9} A]\). Also, we know that \(b_1, b_2 \in [\frac{1}{3} b, \frac{2}{3} b]\). It is not hard to show that, under these constraints, the expression \(\frac{A_1 b_1^2}{6} + \frac{A_2 b_1^2}{6}\) achieves its minimum of \(\frac{10}{243} Ab^2\) for \(A_1 = \frac{2}{3} A, b_1 = \frac{5}{9} b\) or \(A_1 = \frac{5}{9} A, b_1 = \frac{4}{9} b\).

Lemma 4.8. The variance \(d^2(CH(P), l_{b_1})\) is bounded from above by \(\frac{20}{243} Ab^2\).

Proof. Without loss of generality, we can assume that \(g(y)\) has its maximum in \([b_1, b]\). We split the integral \(\int_{b_1}^{b} (y - b_1)^2 g(y)\,dy\) at \(b_1\), and prove upper bounds for both parts in the following way. For the left part consider a linear function \(f_3(y) = h_3\) such that \(\int_{0}^{b_1} f_3(y)\,dy = \int_{0}^{b_1} g(y)\,dy = A_1\) (see Figure 4.10 (a) for an illustration). This implies that \(f_3(y) = \frac{A_1}{b_1}\), and since \(g(y)\) is convex, \(g(y)\) and \(f_3(y)\) intersect only once, at a point \(b' \in (b_1, b)\). By Theorem 4.4, we have

\[
\int_{0}^{b_1} (y - b_1)^2 g(y)\,dy \leq \int_{0}^{b_1} (y - b_1)^2 f_3(y)\,dy = \int_{0}^{b_1} (y - b_1)^2 \frac{A_1}{b_1} \,dy = \frac{A_1 b_1^2}{3}.
\]

Now, we are looking for an appropriate function \(f_4(y)\) to derive an upper bound of the second part of the integral \(\int_{0}^{b} (y - b_1)^2 g(y)\,dy\). Note that both functions \(f_3(y)\)
and \( f_4(y) \), in general can not be of the type \( f(y) = \text{const} \), because it can happen that \( f_4(y) \) intersects \( g(y) \) twice, and we can not apply Theorem 4.4. Thus, for the left part we consider a linear function \( f_4(y) = \frac{h_2}{b} y \) such that \( \int_{b_1}^b f_4(y)dy = A_2 \) (see Figure 4.10 (b) for an illustration). \( \int_{b_1}^b f_4(y)dy = A_2 \) implies that \( f_4(y) = \frac{2A_2b_1}{b_2(b_1 + b)} y \), and since \( g(y) \) is convex, \( g(y) \) and \( f_4(y) \) intersect only once, at a point \( b'' \in (b_1, b) \). By Theorem 4.4, we have

\[
\int_{b_1}^b (y - b_1)^2 g(y)dy \geq \int_{b_1}^b (y - b_1)^2 f_4(y)dy = \int_{b_1}^b (y - b_1)^2 \frac{2A_2b_1}{b_2(b_1 + b)} ydy = \frac{A_2b_2}{b_1 + b} \left( \frac{b_1}{4} + \frac{b_2}{4} \right).
\]

(4.11)

From (4.10) and (4.11) we obtain

\[
d^2(P, l_{b_1}) = \int_0^{b_1} (y - b)^2 g(y)dy + \int_{b_1}^b (y - b)^2 g(y)dy \leq \frac{A_1b_2^2}{3} + \frac{A_2b_2^2}{b_1 + b} \left( \frac{b_1 + b_2}{4} \right).
\]

We remark that in Lemma 4.8 we can use the function \( f_4(y) = \frac{h_4}{b_2} (y - b_1) \) instead of \( f_4(y) = \frac{h_2}{b} y \) (see Figure 4.11 for an illustration), but that will give us bigger upper bound for \( d^2(CH(P), l_{b_1}) \), namely \( \frac{34}{243} Ab^2 \).

![Figure 4.11: Construction of the upper bound for \( d^2(CH(P), l_{b_1}) \).](image)

Now, we are ready to derive an alternative parameterized upper bound on \( \kappa_{2,2}(P) \) which is better than the bound from Lemma 4.1 for big values of \( \eta \).

**Lemma 4.9.** \( \kappa_{2,2}(P) \leq \sqrt{2.9 \left( 1 + \frac{1}{\eta^2} \right)} \) for any point set \( P \) with aspect ratio \( \eta(P) = \eta \).
Proof. Applying Lemma 4.7 and Lemma 4.8 in (4.6) we obtain
\[
\frac{10}{243} Ab^2_{pca} \leq d^2(P, l_{pca}) \leq d^2(P, l_{opt}) \leq \frac{29}{243} Ab^2_{opt}.
\]  
(4.12)

From (4.12) it follows that \(\beta = \frac{b_{pca}}{b_{opt}} \leq \sqrt{2.9}\). We have for \(a_{pca}\) the upper bound
\[
diam(P) \leq \sqrt{a^2_{opt} + b^2_{opt}} = a_{opt}\sqrt{1 + \frac{1}{\eta^2}}.
\]
From this, it follows that \(\alpha \leq \sqrt{1 + \frac{1}{\eta^2}}\).

Putting this together, we obtain \(\alpha \beta \leq \sqrt{2.9(1 + \frac{1}{\eta^2})}\). \(\square\)

**Theorem 4.6.** The PCA bounding box of a point set \(P\) in \(\mathbb{R}^2\) computed over \(\text{CH}(P)\) has a guaranteed approximation factor \(\kappa_{2,2} \leq 2.104\).

**Proof.** The theorem follows from the combination of the two parameterized bounds from Lemma 4.1 and Lemma 4.9:
\[
\kappa_{2,2} \leq \sup_{\eta \geq 1} \left\{ \min \left( \eta + \frac{1}{\eta}, \sqrt{2.9 \left( 1 + \frac{1}{\eta^2} \right)} \right) \right\}.
\]

It is easy to check that the supremum \(s \approx 2.1038\) is obtained for \(\eta \approx 1.3784\). \(\square\)

### 4.1.4 An improved upper bound on \(\kappa_{2,2}\)

An improvement of the upper bound on \(\kappa_{2,2}\) is obtained by applying the better upper bound on \(\kappa_{2,2}\) for big \(\eta\) from Lemma 4.6 instead of applying the bound from Lemma 4.1.

**Theorem 4.7.** The PCA bounding box of a point set \(P\) in \(\mathbb{R}^2\) computed over \(\text{CH}(P)\) has a guaranteed approximation factor \(\kappa_{2,2} \leq 2.0695\).

**Proof.** The theorem follows from the combination of the two parameterized bounds from Lemma 4.6 and Lemma 4.9:
\[
\kappa_{2,2} \leq \sup_{\eta \geq 1} \left\{ \min \left( \frac{\eta + 1}{2\eta}, \sqrt{2.9 \left( 1 + \frac{1}{\eta^2} \right)} \right) \right\}.
\]

The supremum of the above expression occurs at \(2.0694044\) for \(\eta \approx 1.4483691\). \(\square\)

### 4.2 An upper bound in \(\mathbb{R}^3\)

#### 4.2.1 An upper bound on \(\kappa_{3,3}\)

Some of the techniques used here are similar to those used in Subsection 4.1.3 where we derive an upper bound on \(\kappa_{2,2}\). One essential difference is that for the upper bound on \(\kappa_{3,3}\), we additionally need a bound for the ratio of the
middle sides of $BB_{pca(3,3)}(P)$ and $BB_{opt}(P)$, which we derive from the relation in Lemma 4.13.

Given a point set $P \subseteq \mathbb{R}^3$ and an arbitrary bounding box $BB(P)$, we will denote the three side lengths of $BB(P)$ by $a, b$ and $c$, where $a \geq b \geq c$. We are interested in the side lengths $a_{opt} \geq b_{opt} \geq c_{opt}$ and $a_{pca} \geq b_{pca} \geq c_{pca}$ of $BB_{pca}(P)$ and $BB_{pca(3,3)}(P)$. The parameters $\alpha = \alpha(P) = a_{pca}/a_{opt}$, $\beta = \beta(P) = b_{pca}/b_{opt}$ and $\gamma = \gamma(P) = c_{pca}/c_{opt}$ denote the ratios between the corresponding side lengths. Hence, we have $\kappa_{3,3}(P) = \alpha \cdot \beta \cdot \gamma$.

Since the side lengths of any bounding box are bounded by the diameter of $P$, we can observe that in general $c_{pca} \leq b_{pca} \leq a_{pca} \leq \text{diam}(P) \leq \sqrt{3}a_{opt}$, and in the special case when the optimal bounding box is a cube $\kappa_{3,3}(P) \leq 3\sqrt{3}$. This observation can be generalized, introducing two additional parameters $\eta(P) = a_{opt}/b_{opt}$ and $\theta(P) = a_{opt}/c_{opt}$.

**Lemma 4.10.** $\kappa_{3,3}(P) \leq \eta \theta \left(1 + \frac{1}{\eta^2} + \frac{1}{\theta^2}\right)^{\frac{3}{2}}$ for any point set $P$ with aspect ratios $\eta(P) = \eta$ and $\theta(P) = \theta$.

**Proof.** We have for $a_{pca}, b_{pca}$ and $c_{pca}$ the upper bound $\text{diam}(P) \leq \sqrt{a_{opt}^2 + b_{opt}^2 + c_{opt}^2}$

$$= a_{opt} \sqrt{1 + \frac{1}{\eta^2} + \frac{1}{\theta^2}}.$$  

Thus, $\alpha \beta \gamma \leq \frac{a_{pca} b_{pca} c_{pca}}{a_{opt} b_{opt} c_{opt}} \leq \frac{a_{opt}^3 (1 + \frac{1}{\eta^2} + \frac{1}{\theta^2})^{\frac{3}{2}}}{a_{opt} b_{opt} c_{opt}}$. Replacing $a_{opt}$ in the nominator once by $\eta b_{opt}$ and once by $\theta c_{opt}$ we obtain $\kappa_{3,3}(P) \leq \eta \theta \left(1 + \frac{1}{\eta^2} + \frac{1}{\theta^2}\right)^{\frac{3}{2}}$. \[\Box\]

Unfortunately, this parameterized upper bound tends to infinity for $\eta \rightarrow \infty$ or $\theta \rightarrow \infty$. Therefore, we are going to derive another upper bound that is better for large values of $\eta$ and $\theta$. We derive such a bound by finding constants that bound $\beta$ and $\gamma$ from above. In this process we will make essential use of the properties of $BB_{pca(3,3)}(P)$. We denote by $d^2(CH(P), H)$ the integral of the squared distances of the points on $CH(P)$ to a plane $H$, i.e., $d^2(CH(P), H) = \int_{s \in CH(P)} d^2(s, H) ds$. Let $H_{pca}$ be the plane going through the center of gravity, parallel to the side $a_{pca} \times b_{pca}$ of $BB_{pca(3,3)}(P)$, and $H_{opt}$ be the bisector of $BB_{opt}(P)$ parallel to the side $a_{opt} \times b_{opt}$. By Proposition 2.3, $H_{pca}$ is the best fitting plane of $P$ and therefore,

$$d^2(CH(P), H_{pca}) \leq d^2(CH(P), H_{opt}). \quad (4.13)$$

We obtain an estimation for $\gamma$ by determining a lower bound on $d^2(CH(P), H_{pca})$ that depends on $c_{pca}$, and an upper bound on $d^2(CH(P), H_{opt})$ that depends on $c_{opt}$. Having an arbitrary bounding box of $CH(P)$ (with side lengths $a$, $b$, and $c$, $a \geq b \geq c$), we denote by $H_{ab}$ the plane going through the center of gravity, parallel to the side $a \times b$. The volume of $CH(P)$ can be expressed as

$$V = V(CH(P)) = \int_0^c \int_0^b \int_0^a \chi_{CH(P)}(x, y, z) dx dy dz = \int_0^c g(z) dz,$$
where $\chi_{CH(P)}(x, y, z)$ is the characteristic function of $CH(P)$ defined as

$$
\chi_{CH(P)}(x, y, z) = \begin{cases} 
1 & (x, y, z) \in CH(P) \\
0 & (x, y, z) \notin CH(P),
\end{cases}
$$

and $g(z) = \int_0^b \int_0^a \chi_{CH(P)}(x, y, z)dxdy$ is the area of the intersection of $CH(P)$ with the horizontal plane at height $z$. As before we call $g(z)$ the density function of $CH(P)$. Let $c_1$ denote the $z$-coordinate of the center of gravity of $CH(P)$. The line $l_{c_1} (y = c_1)$ divides the volume of $CH(P)$ into $V_1$ and $V_2$ (see Figure 4.12 (a) for an illustration).

![Figure 4.12: Density function $g(y)$ of the convex hull of a point set in $\mathbb{R}^3$.](image)

Note that $g(z)$ is continuous, but in general not convex in the interval $[0, b]$. Therefore, we cannot use linear functions to derive a lower and an upper bound on the function $d^2(CH(P), H_{ab})$, as we did in Subsection 4.1.3, because a linear function can intersect $g(z)$ more than once, and we cannot apply Theorem 4.4.

We will show that instead of linear functions, quadratic functions can be used.

**Proposition 4.1.** Let $g(z)$ be the density function of $CH(P)$ defined as above, and let $f(z) = kz^2$ be the parabola such that $\int_0^{c_1} f(z)dz = \int_0^{c_1} g(z)dz$. Then, $\exists c_0 \in [0, c_1]$ such that $f(z) \leq g(x)$ for all $z \leq c_0$ and $f(z) \geq g(z)$ for all $z \geq c_0$.

**Proof.** We give a constructive proof. Let $c_0 := \inf \{ d \mid \forall z \in [d, c_1] \ g(z) \leq f(z) \}$. If $c_0 = 0$, then $f(z) = g(z)$, and the proposition holds. If $c_0 > 0$, then consider the polygon which is the intersection of $CH(P)$ with the plane $z = c_0$. We fix a point $p_0$ in $CH(P)$ with $z$-coordinate $0$ and construct a pyramid $Q$ by extending all rays from $p_0$ through the polygon up to the plane $z = c_1$ (see Figure 4.13 for an illustration). Since, $f(c_0) = g(c_0)$ the quadratic function $f(z)$ is the density function of $Q$. Therefore, since the part of $Q$ below $c_0$ is completely included in
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From Figure 4.13: Construction of the intersection of $f(z)$ and $g(z)$.

$CH(P)$, we can conclude that $f(z) \leq g(z)$ for all $z \leq c_0$. On the other hand, $f(z) \geq g(x)$ for all $z \geq c_0$ by the definition of $c_0$.

Now, we present a lower and an upper bound on the variance $d^2(CH(P), H_{ab})$, from which we can derive a bound on $\gamma = \frac{c_{\text{max}}}{c_{\text{opt}}}$.

**Lemma 4.11.** The variance $d^2(CH(P), H_{ab})$ is bounded from below by $\frac{7}{256} V c^2$.

**Proof.** We split the integral $\int_0^c (z - c_1)^2 g(z)dz$ at $c_1$, and prove upper bounds on both parts in the following way: For the left part consider the parabola $f_1(z) = \frac{h_2}{c_1^2} z^2$ such that $\int_0^{c_1} f_1(z)dz = \int_0^{c_1} g(z)dz = V_1$ (see Figure 4.14 (a) for an illustration). From $\int_0^{c_1} f_1(z)dz = V_1$ we have that $f_1(z) = \frac{3V_2}{c_1^2} z^2$. Since $f_1(z)$ and $g(z)$ define the same volume on the interval $[0, c_1]$, they must intersect, and by Proposition 4.11 we know that if $f_1(z) \neq g(z)$, then they can intersect only once, at a point $c' \in (0, c_1)$. Under these conditions, we can apply Theorem 4.4 and obtain

$$\int_0^{c_1} (z - c_1)^2 g(z)dz \geq \int_0^{c_1} (z - c_1)^2 f_1(z)dz = \int_0^{c_1} (z - c_1)^2 \frac{3V_2}{c_1^2} z^2 dz = \frac{V_1 c_1^2}{10}.$$  (4.14)

Analogously, for the right part consider the parabola $f_2(z) = \frac{h_2}{(c_1 - c_2)^2} (z - c)^2$ such that $\int_0^{c_2} f_2(y)dy = \int_0^{c_2} g(z)dz = V_2$ (see Figure 4.14 (b) for an illustration). From $\int_0^{c_2} f_2(y)dy = V_2$ we have that $f_1(z) = \frac{3V_2}{c_2^2} (z - c)^2$. By similar arguments as above in the case of $f_1(z)$, we can show that $g(z)$ and $f_2(z)$ intersect only once, at a point $c'' \in (c_1, c)$. Applying Theorem 4.4 we have that

$$\int_{c_1}^{c} (z - c_1)^2 g(z)dz \geq \int_{c_1}^{c} (z - c_1)^2 f_2(z)dz = \int_{c_1}^{c} (z - c_1)^2 \frac{3V_2}{c_2^2} (z - c)^2 dz = \frac{V_2 c_2^2}{10}.$$  (4.15)

From (4.14) and (4.15) we obtain that

$$d^2(CH(P), H_{ab}) = \int_0^{c_1} (z - c_1)^2 g(z)dz + \int_{c_1}^{c} (z - c_1)^2 g(z)dz \geq \frac{V_1 c_1^2}{10} + \frac{V_2 c_2^2}{10}.$$
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From the Grünbaum-Hammer-Mityagin theorem, we know that $V_1, V_2 \in [\frac{27}{64}V, \frac{37}{64}V]$. Also, we know that $c_1, c_2 \in [\frac{1}{4}c, \frac{3}{4}c]$. It is not hard to show that, under these constrains, the expression $\frac{V_1c_1^2}{10} + \frac{V_2c_2^2}{10}$ achieves its minimum of $\frac{7}{256}V^2c^2$ for $V_1 = \frac{27}{64}V, c_1 = \frac{3}{4}c$ or $V_1 = \frac{37}{64}V, c_1 = \frac{1}{4}c$.

**Lemma 4.12.** The variance $d^2(CH(P), H_{ab})$ is bounded from above by $\frac{12729}{11680}V^2c^2$.

**Proof.** Without loss of generality, we can assume that $g(z)$ has its maximum in $[c_1, c]$. We split the integral $\int_0^{c} (z - c_1)^2 g(z)dz$ at $c_1$, and prove upper bounds for both parts in the following way: For the left part consider the linear function $f_3(z) = h_3$ such that $\int_0^{c_1} f_3(z)dz = \int_0^{c_1} g(z)dz = V_1$ (see Figure 4.15 (a) for an illustration).

From $\int_0^{c_1} f_3(z)dz = V_1$ we have that $f_3(z) = \frac{V_1}{c_1}$. Since $f_3(z)$ is constant, it
intersects \( g(z) \) only once, at a point \( c' \in (c_1, c) \). By Theorem 4.4 we have that

\[
\int_{c_1}^{c}(z - c_1)^2g(z)dz \leq \int_{c_1}^{c}(z - c_1)^2f_3(z)dz = \int_{c_1}^{c}(z - c_1)^2\frac{V_1}{c_1}dz = \frac{V_1 c^2}{3}.
\]  

(4.16)

Now, we are looking for an appropriate function \( f_4(z) \) to derive an upper bound on the second part of the integral \( \int_{0}^{c}(z - c_1)^2g(z)dz \). Note that both functions \( f_3(z) \) and \( f_4(z) \), in general can not be of the type \( f(y) = \text{const} \), which give us the best upper bound, because it can happen that \( f_4(z) \) intersects \( g(z) \) twice, and we can not apply Theorem 4.4. Thus, for the right part we consider the parabola \( f_4(z) = \frac{b_4}{c_1}z^2 \) such that \( \int_{c_1}^{c}f_4(z)dz = \int_{c_1}^{c}g(z)dz = V_2 \) (see Figure 4.15 (b) for an illustration). Since \( f_4(z) \) and \( g(z) \) define the same volume on the interval \([c_1, c]\), they must intersect, and by Proposition 4.2 we know that if \( f_4(z) \neq g(z) \), they can intersect only once, at a point \( c' \in (c_1, c) \). Under these conditions, we can apply Theorem 4.4 and since \( f_4(z) = \frac{3V_2}{c^2 - c_1^2}z^2 \), we obtain

\[
\int_{c_1}^{c}(z - c_1)^2g(z)dz \geq \int_{c_1}^{c}(z - c_1)^2f_4(z)dz = \int_{c_1}^{c}(z - c_1)^2\frac{3V_2}{c^2 - c_1^2}z^2dz = \frac{3V_2 c^2}{c^2 + c_1c} \left( \frac{c_1^2}{5} + \frac{c^2 + c_1c}{2} + \frac{c^3}{3} \right).
\]  

(4.17)

From (4.16) and (4.17) we can conclude that

\[
d^2(\mathcal{P}, H_{ab}) = \int_{0}^{c_1}(z - c)^2g(z)dz + \int_{c_1}^{c}(z - c)^2g(z)dz \leq \frac{V_1 c^2}{3} + \frac{3V_2 c^2}{c^2 + c_1c} \left( \frac{c_1^2}{5} + \frac{c^2 + c_1c}{2} + \frac{c^3}{3} \right).
\]

From the Grünbaum-Hammer-Mityagin theorem, we know that \( V_1, V_2 \in \left[ \frac{27}{64}V, \frac{37}{64}V \right] \). Also, we know that \( c_1, c_2 \in [\frac{1}{4}c, \frac{3}{4}c] \). It is not hard to show that, under these constraints, the expression \( \frac{V_1 c^2}{3} + \frac{3V_2 c^2}{c^2 + c_1c} \left( \frac{c_1^2}{5} + \frac{c^2 + c_1c}{2} + \frac{c^3}{3} \right) \) achieves its maximum of \( \frac{12729}{71680}Vc^2 \) for \( V_1 = \frac{27}{64}V, c_1 = \frac{1}{4}c \).

We remark that in Lemma 4.12 we can use the function \( f_4(z) = \frac{b_4}{(c - c_1)c}(z - c_1)^2 \) instead of \( f_4(z) = \frac{b_4}{c_1}z^2 \) (see Figure 4.16 for an illustration), but that will give us bigger upper bound for \( d^2(CH(P), H_{ab}) \), namely \( \frac{3132}{13560}Vc^2 \).

As a consequence of Lemma 4.11 and Lemma 4.12 we have the following upper bound on \( \gamma \).

**Proposition 4.2.** \( \gamma < 2.5484 \).

**Proof.** By Lemma 4.11 we have

\[
\frac{7}{256}Vc_{\text{pca}}^2 \leq d^2(CH(P), H_{\text{pca}}).
\]  

(4.18)

On the other hand, by Lemma 4.12 it follows that

\[
d^2(CH(P), H_{\text{opt}}) \leq \frac{12729}{71680}Vc_{\text{opt}}^2,
\]  

(4.19)
From (4.18), (4.19) and (4.13), we obtain
\[ \gamma = \frac{c_{\text{pca}}}{c_{\text{opt}}} \leq \sqrt{\frac{12729}{1960}} < 2.5484. \]

We are now ready to present a new parameterized bound on \( \kappa_{3,3}(P) \), which is good for large values of \( \eta \) and \( \theta \). The additional crucial relation we exploit in its derivation is the fact given in the following lemma.

**Lemma 4.13.** Let \( (x_1, x_2, \ldots, x_d) \) and \( (y_1, y_2, \ldots, y_d) \) be two sets of orthogonal base vectors in \( \mathbb{R}^d \). For any point set \( P \in \mathbb{R}^d \) it holds that
\[ \sum_{i=1}^{d} \text{var}(P, x_i) = \sum_{i=1}^{d} \text{var}(P, y_i). \]

**Proof.** We have that
\[ \sum_{i=1}^{d} \text{var}(P, x_i) = \sum_{i=1}^{d} \frac{1}{n} \sum_{p \in P} d^2(p, H_{x_i}), \]
where \( H_{x_i} \) is a hyperplane orthogonal to the vector \( x_i \), passing through the origin of the coordinate system, \( d^2(p, H_{x_i}) \) denotes the Euclidean distance of \( p \) to \( H_{x_i} \), and \( n = |P| \). Since \( \sum_{i=1}^{d} d^2(p, H_{x_i}) \) is the squared distance of \( p \) to the origin of the coordinate system, it can be expressed as the sum of squared distances to the \((d - 1)\)-dimensional hyperplanes spanned by any set of orthogonal base vectors. Therefore,
\[ \sum_{i=1}^{d} d^2(p, H_{x_i}) = \sum_{i=1}^{d} d^2(p, H_{y_i}), \quad \text{and} \]
\[ \sum_{i=1}^{d} \text{var}(P, x_i) = \frac{1}{n} \sum_{p \in P} \sum_{i=1}^{d} d^2(p, H_{x_i}) = \frac{1}{n} \sum_{p \in P} \sum_{i=1}^{d} d^2(p, H_{y_i}) = \sum_{i=1}^{d} \text{var}(P, y_i). \]
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When $P$ is a continuous point set,

$$\text{var}(P, x_i) = \frac{1}{\text{Vol}(P)} \int_{p \in P} d^2(p, H_{x_i}) ds$$

and the claim can be shown as in the discrete case. \hfill \Box

**Lemma 4.14.** $\kappa_3(P) \leq 6.43 \sqrt{1 + \frac{1}{\eta^2} + \frac{1}{\theta^2}}$ for any point set $P$ with aspect ratios $\eta(P) = \eta$ and $\theta(P) = \theta$.

**Proof.** Let $x_{pca}, y_{pca}, z_{pca}$ be a set of basis vectors that determine the direction of $BB_{pca}(3,3)(P)$, and let $x_{opt}, y_{opt}, z_{opt}$ be a set of basis vectors that determine the direction of $BB_{opt}(CH(P))$. By Lemma 4.13, we have that

$$\text{var}(CH(P), x_{pca}) + \text{var}(CH(P), y_{pca}) + \text{var}(CH(P), z_{pca}) = (4.20)$$

$$\text{var}(CH(P), x_{opt}) + \text{var}(CH(P), y_{opt}) + \text{var}(CH(P), z_{opt}).$$

By Proposition 2.2, the variance of $CH(P)$ in the direction $x_{pca}$ is the biggest possible, and therefore,

$$\text{var}(CH(P), x_{pca}) \geq \text{var}(CH(P), x_{opt}). \quad (4.21)$$

Combining $(4.20)$ and $(4.21)$ we obtain

$$\text{var}(CH(P), y_{pca}) + \text{var}(CH(P), z_{pca}) \leq \text{var}(CH(P), y_{opt}) + \text{var}(CH(P), z_{opt}). \quad (4.22)$$

We denote by $H_{a_p b_p}$ the plane orthogonal to $z_{pca}$, going through the center of gravity, and parallel with the side $a_{pca}b_{pca}$ of $BB_{pca}(3,3)(P)$. Similarly, we define $H_{a_{pc}}$, $H_{a_{bc}}$, and $H_{a_{ac}}$. We can rewrite $(4.22)$ as

$$d^2(CH(P), H_{a_p b_p}) + d^2(CH(P), H_{a_{pc}}) \leq d^2(CH(P), H_{a_{bc}}) + d^2(CH(P), H_{a_{ac}}). \quad (4.23)$$

By Lemma 4.11, the lower bound on $d^2(CH(P), H_{a_p b_p})$ is $\frac{7}{256} V_{pca}^2$, and the lower bound on $d^2(CH(P), H_{a_{pc}})$ is $\frac{7}{256} V_{pca}^2$. By Lemma 4.12, the upper bound on $d^2(CH(P), H_{a_{bc}})$ is $\frac{12729}{71680} V_{opt}^2$, and the lower bound on $d^2(CH(P), H_{a_{ac}})$ is $\frac{12729}{71680} V_{opt}^2$. Plugging these bounds into $(4.23)$ we obtain

$$\frac{7}{256} V_{pca}^2 + \frac{7}{256} V_{pca}^2 \leq \frac{12729}{71680} V_{opt}^2 + \frac{12729}{71680} V_{opt}^2. \quad (4.24)$$

Applying $\gamma = \frac{c_{pca}}{c_{opt}}$ in $(4.24)$, we obtain

$$\frac{7}{256} V_{pca}^2 \leq \left( \frac{12729}{71680} - \frac{7}{256} \gamma \right) c_{opt}^2 + \frac{12729}{71680} b_{opt}^2. \quad (4.25)$$
By Proposition 1.2, it follows that \( \frac{12729}{71680} - \frac{7}{256} \gamma \geq 0 \), and since \( b_{\text{opt}} \geq c_{\text{opt}} \), we get from (1.25) that
\[
\beta = \frac{b_{\text{pca}}}{b_{\text{opt}}} \leq \sqrt{12.99 - \gamma^2}.
\tag{4.26}
\]
The expression \( \sqrt{12.99 - \gamma^2} \gamma (\geq \beta \gamma) \) has its maximum of 6.495 for \( \gamma \approx 2.5484 \). This together with the bound \( \alpha \leq \sqrt{1 + \frac{1}{\eta^2} + \frac{1}{\theta^2}} \) gives
\[
\kappa_{3,3}(P) = \alpha \beta \gamma \leq 6.495 \sqrt{1 + \frac{1}{\eta^2} + \frac{1}{\theta^2}}.
\]

Lemma 4.10 gives us a bound on \( \kappa_{3,3}(P) \) which is good for small values of \( \eta \) and \( \theta \). In contrary, the bound from Lemma 4.14 behaves worse for small values of \( \eta \) and \( \theta \), but better for big values of \( \eta \) and \( \theta \). Therefore, we combine both of them to obtain the final upper bound.

**Theorem 4.8.** The PCA bounding box of a point set \( P \) in \( \mathbb{R}^3 \) computed over \( CH(P) \) has a guaranteed approximation factor \( \kappa_{3,3} < 7.81 \).

**Proof.** The theorem follows from the combination of the two parameterized bounds from Lemma 4.10 and Lemma 4.14:
\[
\kappa_{3,3} \leq \sup_{\eta \geq 1, \theta \geq 1} \left\{ \min \left( \eta \theta \left( 1 + \frac{1}{\eta^2} + \frac{1}{\theta^2} \right)^{\frac{3}{2}}, 6.495 \sqrt{1 + \frac{1}{\eta^2} + \frac{1}{\theta^2}} \right) \right\}.
\]
By numerical verification we obtained that the supremum occurs at \( \approx 7.8073 \) for \( \eta = 2.12 \) and \( \theta \approx 2.1203 \). \( \square \)

### 4.3 Open Problems

Improving the upper bound on \( \kappa_{3,3}, \kappa_{2,2} \) and \( \kappa_{2,1} \), as well as obtaining an upper bound on \( \kappa_{3,2} \) is of interest. The approaches for obtaining the upper bounds exploit in this chapter requires an estimation of the length ratio between each corresponding sides of the minimum-volume bounding box and the PCA bounding box. However, even in \( \mathbb{R}^4 \), we do not know how to obtain the estimations of the length ratio between all corresponding sides. We believe that obtaining upper bounds on the approximation factor on the quality of PCA bounding boxes in arbitrary dimension requires different approaches than those presented here.

An interesting open problem on its own is to find the maximum-volume bounding box in \( \mathbb{R}^3 \) whose sides touch a bounding box with predefined side lengths. We expect that, similarly as in \( \mathbb{R}^2 \), this will lead to a better upper bound for big \( \eta \) and \( \theta \) than the bound obtained in Lemma 1.10.
Chapter 5

Closed-form Solutions for Continuous PCA

In this chapter, we consider the continuous version of PCA, and give the closed form solutions for the case when the point set is a convex polygon or boundary of the convex polygon in $\mathbb{R}^2$, or polyhedron or a polyhedral surface in $\mathbb{R}^3$. To the best of our knowledge, it is the first time that the continuous PCA over the volume of the 3D body has been considered. Closed-form solutions of variants of the continuous PCA of a polyhedral surface can be found in [14, 50].

5.1 Evaluation of the Expressions for Continuous PCA

Although the continuous PCA approach is based on integrals, it is possible to reduce the formulas to ordinary sums if the point set $X$ in $\mathbb{R}^2$ is a polygon or boundary of a polygon. Closed-form solutions are presented also if the point set $X$ in $\mathbb{R}^3$ is a polyhedron or a polyhedral surface.

5.1.1 Continuous PCA in $\mathbb{R}^2$

Continuous PCA over a polygon

We assume that the polygon $X$ is triangulated (if it is not, we can triangulate it in preprocessing), and the number of triangles is $n$. The $i$-th triangle, with vertices $\vec{x}_{1,i}, \vec{x}_{2,i}, \vec{x}_{3,i} = \vec{o}$, can be represented in a parametric form by $T_i(s, t) = \vec{x}_{3,i} + s (\vec{x}_{1,i} - \vec{x}_{3,i}) + t (\vec{x}_{2,i} - \vec{x}_{3,i})$, for $0 \leq s, t \leq 1$, and $s + t \leq 1$.

The center of gravity of the $i$-th triangle is

$$\vec{c}_i = \frac{\int_0^1 \int_0^{1-s} T_i(s, t) \, dt \, ds}{\int_0^1 \int_0^{1-s} dt \, ds} = \frac{\vec{x}_{1,i} + \vec{x}_{2,i} + \vec{x}_{3,i}}{3}.$$

The contribution of each triangle to the center of gravity of $X$ is proportional to
its area. The area of the \( i \)-th triangle is

\[
a_i = \text{area}(T_i) = \frac{\left| (\vec{x}_{2,i} - \vec{x}_{1,i}) \times (\vec{x}_{3,i} - \vec{x}_{1,i}) \right|}{2},
\]

where \( \times \) denotes the vector product. We introduce a weight to each triangle that is proportional with its area, define as

\[
w_i = \frac{a_i}{\sum_{i=1}^{n} a_i}.
\]

Then, the center of gravity of \( X \) is

\[
\vec{c} = \sum_{i=1}^{n} w_i \vec{c}_i.
\]

The covariance matrix of the \( i \)-th triangle is

\[
C_i = \frac{\int_0^1 \int_0^s (\vec{L}_i(s,t) - \vec{c})(\vec{L}_i(s,t) - \vec{c})^T \, dt \, ds}{\int_0^1 \int_0^s dt \, ds}
\]

\[
= \frac{1}{12} \left( \sum_{j=1}^{3} \sum_{k=1}^{3} (\vec{x}_{j,i} - \vec{c})(\vec{x}_{k,i} - \vec{c})^T + \sum_{j=1}^{3} (\vec{x}_{j,i} - \vec{c})(\vec{x}_{j,i} - \vec{c})^T \right).
\]

The element \( C_i^{ab} \) of \( C_i \), where \( a, b \in \{1, 2\} \) is

\[
C_i^{ab} = \frac{1}{12} \left( \sum_{j=1}^{3} \sum_{k=1}^{3} (x_{j,i}^a - c^a)(x_{k,i}^b - c^b) + \sum_{j=1}^{3} (x_{j,i}^a - c^a)(x_{j,i}^b - c^b) \right),
\]

with \( \vec{c} = (c^1, c^2) \). The covariance matrix of \( X \) is

\[
C = \sum_{i=1}^{n} w_i C_i.
\]

**Continuous PCA over the boundary of a polygon**

Let \( X \) be a polygon in \( \mathbb{R}^2 \). We assume that the boundary of \( X \) is comprised of \( n \) line segments. The \( i \)-th line segment, with vertices \( \vec{x}_{1,i}, \vec{x}_{2,i} \), can be represented in a parametric form by

\[
\vec{L}_i(s) = \vec{x}_{1,i} + s(\vec{x}_{2,i} - \vec{x}_{1,i}).
\]

Since we assume that the mass density is constant, the center of gravity of the \( i \)-th line segment is

\[
\vec{c}_i = \frac{\int_0^1 \vec{L}_i(s) \, ds}{\int_0^1 ds} = \frac{\vec{x}_{1,i} + \vec{x}_{2,i}}{2}.
\]
5.1. Evaluation of the expressions for continuous PCA

The contribution of each line segment to the center of gravity of the boundary of a polygon is proportional with the length of the line segment. The length of the \(i\)-th line segment is

\[ l_i = \text{length}(L_i) = ||\vec{x}_{2,i} - \vec{x}_{1,i}||. \]

We introduce a weight to each line segment that is proportional with its length, define as

\[ w_i = \frac{l_i}{\sum_{i=1}^{n} l_i}. \]

Then, the center of gravity of the boundary of \(X\) is

\[ \vec{c} = \sum_{i=1}^{n} w_i \vec{c}_i. \]

The covariance matrix of the \(i\)-th line segment is

\[
C_i = \frac{\int_0^1 (L_i(s) - \vec{c}) (L_i(s) - \vec{c})^T \, ds}{\int_0^1 ds} = \frac{1}{6} \left( \sum_{j=1}^{2} \sum_{k=1}^{2} (\vec{x}_{j,i} - \vec{c})(\vec{x}_{k,i} - \vec{c})^T + \sum_{j=1}^{2} (\vec{x}_{j,i} - \vec{c})(\vec{x}_{j,i} - \vec{c})^T \right).
\]

The element \(C_i^{ab}\) of \(C_i\), where \(a, b \in \{1, 2\}\) is

\[
C_i^{ab} = \frac{1}{6} \left( \sum_{j=1}^{2} \sum_{k=1}^{2} (x_{j,i}^a - c^a)(x_{k,i}^b - c^b) + \sum_{j=1}^{2} (x_{j,i}^a - c^a)(x_{j,i}^b - c^b) \right),
\]

with \(\vec{c} = (c^1, c^2)\). The covariance matrix of the boundary of \(X\) is

\[ C = \sum_{i=1}^{n} w_i C_i. \]

5.1.2 Continuous PCA in \(\mathbb{R}^3\)

Continuous PCA over a (convex) polyhedron

Let \(X\) be a convex polytope in \(\mathbb{R}^3\). We assume that the boundary of \(X\) is triangulated (if it is not, we can triangulate it in preprocessing). We choose an arbitrary point \(\vec{c}\) in the interior of \(X\), for example, we can choose that \(\vec{c}\) is the center of gravity of the boundary of \(X\). Each triangle from the boundary together with \(\vec{c}\) forms a tetrahedron. Let the number of such formed tetrahedra be \(n\).

The \(i\)-th tetrahedron, with vertices \(\vec{x}_{1,i}, \vec{x}_{2,i}, \vec{x}_{3,i}, \vec{x}_{4,i} = \vec{c}\), can be represented in a parametric form by \(\vec{Q}_i(s, t, u) = \vec{x}_{4,i} + s (\vec{x}_{1,i} - \vec{x}_{4,i}) + t (\vec{x}_{2,i} - \vec{x}_{4,i}) + u (\vec{x}_{3,i} - \vec{x}_{4,i})\), for \(0 \leq s, t, u \leq 1\), and \(s + t + u \leq 1\).
The center of gravity of the \(i\)-th tetrahedron is

\[
\mathbf{c}_i = \frac{\int_0^1 \int_0^{1-s} \int_0^{1-s-t} \rho(\mathbf{Q}_i(s,t)) \mathbf{Q}_i(s,t) \, du \, dt \, ds}{\int_0^1 \int_0^{1-s} \int_0^{1-s-t} \rho(\mathbf{Q}_i(s,t)) \, du \, dt \, ds},
\]

where \(\rho(\mathbf{Q}_i(s,t))\) is a mass density at a point \(\mathbf{Q}_i(s,t)\). Since, we can assume \(\rho(\mathbf{Q}_i(s,t)) = 1\), we have

\[
\mathbf{c}_i = \frac{\int_0^1 \int_0^{1-s} \int_0^{1-s-t} \mathbf{Q}_i(s,t) \, du \, dt \, ds}{\int_0^1 \int_0^{1-s} \int_0^{1-s-t} \, du \, dt \, ds} = \frac{\mathbf{x}_{1,i} + \mathbf{x}_{2,i} + \mathbf{x}_{3,i} + \mathbf{x}_{4,i}}{4}.
\]

The contribution of each tetrahedron to the center of gravity of \(X\) is proportional to its volume. If \(M_i\) is the \(3 \times 3\) matrix whose \(k\)-th row is \(\mathbf{x}_{k,i} - \mathbf{c}\), for \(k = 1, \ldots, 3\), then the volume of the \(i\)-th tetrahedron is

\[
v_i = \text{volume}(Q_i) = \frac{|\text{det}(M_i)|}{3!}.
\]

We introduce a weight to each tetrahedron that is proportional with its volume, define as

\[
w_i = \frac{v_i}{\sum_{i=1}^n v_i}.
\]

Then, the center of gravity of \(X\) is

\[
\mathbf{c} = \sum_{i=1}^n w_i \mathbf{c}_i.
\]

The covariance matrix of the \(i\)-th tetrahedron is

\[
C_i = \frac{\int_0^1 \int_0^{1-s} \int_0^{1-s-t} (\mathbf{Q}_i(s,t,u) - \mathbf{c})(\mathbf{Q}_i(s,t,u) - \mathbf{c})^T \, du \, dt \, ds}{\int_0^1 \int_0^{1-s} \int_0^{1-s-t} \, du \, dt \, ds} = \frac{1}{20} \left( \sum_{j=1}^4 \sum_{k=1}^4 (\mathbf{x}_{j,i} - \mathbf{c})(\mathbf{x}_{k,i} - \mathbf{c})^T + \sum_{j=1}^4 (\mathbf{x}_{j,i} - \mathbf{c})(\mathbf{x}_{j,i} - \mathbf{c})^T \right).
\]

The element \(C_i^{ab}\) of \(C_i\), where \(a, b \in \{1, 2, 3\}\) is

\[
C_i^{ab} = \frac{1}{20} \left( \sum_{j=1}^4 \sum_{k=1}^4 (x_{j,i}^a - c^a)(x_{k,i}^b - c^b) + \sum_{j=1}^4 (x_{j,i}^a - c^a)(x_{j,i}^b - c^b) \right),
\]

with \(\mathbf{c} = (c^1, c^2, c^3)\). Finally, the covariance matrix of \(X\) is

\[
C = \sum_{i=1}^n w_i C_i.
\]

We would like to note that the above expressions hold also for a star-shaped object, where \(\mathbf{o}\) is the kernel of the object, or for any non-convex tetrahedralized polyhedron.
5.1. EVALUATION OF THE EXPRESSIONS FOR CONTINUOUS PCA

Continuous PCA over a boundary of a polyhedron

Let $X$ be a polyhedron in $\mathbb{R}^3$. We assume that the boundary of $X$ is triangulated, containing $n$ triangles. The $i$-th triangle, with vertices $\vec{x}_{1,i}$, $\vec{x}_{2,i}$, $\vec{x}_{3,i}$, can be represented in a parametric form by $T_i(s,t) = \vec{x}_{1,i} + s(\vec{x}_{2,i} - \vec{x}_{1,i}) + t(\vec{x}_{3,i} - \vec{x}_{1,i})$, for $0 \leq s,t \leq 1$, and $s + t \leq 1$.

The center of gravity of the $i$-th triangle is

$$\vec{c}_i = \frac{\int_0^1 \int_0^{1-s} T_i(s,t) \, dt \, ds}{\int_0^1 \int_0^{1-s} dt \, ds} = \frac{\vec{x}_{1,i} + \vec{x}_{2,i} + \vec{x}_{3,i}}{3}.$$

The contribution of each triangle to the center of gravity of the triangulated surface is proportional to its area. The area of the $i$-th triangle is

$$a_i = \text{area}(T_i) = \frac{|(\vec{x}_{2,i} - \vec{x}_{1,i})| \times |(\vec{x}_{3,i} - \vec{x}_{1,i})|}{2}.$$

We introduce a weight to each triangle that is proportional with its area, define as

$$w_i = \frac{a_i}{\sum_{i=1}^n a_i}.$$

Then, the center of gravity of the boundary of $X$ is

$$\vec{c} = \sum_{i=1}^n w_i \vec{c}_i.$$

The covariance matrix of the $i$-th triangle is

$$C_i = \frac{\int_0^1 \int_0^{1-s} (T_i(s,t) - \vec{c})(T_i(s,t) - \vec{c})^T \, dt \, ds}{\int_0^1 \int_0^{1-s} dt \, ds} = \frac{1}{12} \left( \sum_{j=1}^3 \sum_{k=1}^3 (\vec{x}_{j,i} - \vec{c}) (\vec{x}_{k,i} - \vec{c})^T + \sum_{j=1}^3 (\vec{x}_{j,i} - \vec{c}) (\vec{x}_{j,i} - \vec{c})^T \right).$$

The element $C_{i}^{ab}$ of $C_i$, where $a, b \in \{1, 2, 3\}$ is

$$C_{i}^{ab} = \frac{1}{12} \left( \sum_{j=1}^3 \sum_{k=1}^3 (x_{j,i}^a - c^a)(x_{k,i}^b - c^b) + \sum_{j=1}^3 (x_{j,i}^a - c^a)(x_{j,i}^b - c^b) \right),$$

with $\vec{c} = (c^1, c^2, c^3)$. Finally, the covariance matrix of the boundary of $X$ is

$$C = \sum_{i=1}^n w_i C_i.$$

Open problem

An interesting open problem is to obtain closed form solutions for the continuous PCA over non-polyhedral objects.
Chapter 6

Experimental Results

In this chapter, we study the impact of the theoretical results from Chapter 3 and Chapter 4 on applications of several PCA variants in practice. We analyze the advantages and disadvantages of the different variants on realistic inputs, randomly generated inputs, and specially constructed (worst case) instances. For that purpose we use the closed-form solutions for continuous PCA derived in previous chapter. The results of the different PCA variants are compared with several known bounding box algorithms. The main issues of the experimental study in this chapter can be subsumed as follows:

- The traditional discrete PCA algorithm works very well on most realistic inputs. It gives a bad approximation ratio on special inputs with point clusters.
- The continuous PCA version can not be fooled by point clusters. It achieves much better approximations than guaranteed for realistic and randomly generated inputs. The only weak points come from symmetries in the input.
- To improve the performances of the algorithms we apply two approaches. First, we combine the run time advantages of PCA with the quality advantages of continuous PCA by a sampling technique. Second, we introduce a postprocessing to overcome most of the problems with specially constructed outliers.
- The thorough tests on the realistic and synthetic inputs revealed that the quality of the resulting bounding boxes was better than the guaranteed one known from the theory.

This chapter is organized as follows: In Section 6.1, we present the implementation and evaluation of several bounding box algorithms. Variants of PCA algorithms are considered in Subsection 6.1.1 and few additional bounding box algorithms are considered in Subsection 6.1.2. More detailed results of the evaluation are presented in Section 6.3. Conclusion is given in Section 6.2.
6.1 Evaluation of Bounding Box Algorithms

We have implemented and integrated in our testing environment a number of bounding box algorithms for a point set in \( \mathbb{R}^3 \). The algorithms were implemented using C++ and Qt, and tested on a Core Duo 2.33GHz with 2GB memory. Below we detail the algorithms used in this study. The tests were performed on real graphics models and synthetic data. The real graphics models were taken from various publicly available sources (Stanford 3D scanning repository, 3d Cafe). The synthetic test data were obtained in several manners (see Figure 6.1):

- uniformly generated point set on the unit sphere;
- randomly generated point set in the unit cube;
- randomly generated clustered point set in a box with arbitrary spread.

![Figure 6.1: Bounding boxes of four spatial point sets: (a) real data (elephant model) (b) randomly generated point set in the unit cube (c) uniformly generated point set on the unit sphere (d) randomly generated clusters point set in a box with arbitrary dimensions.](image)

To evaluate the influence of the clusters on the quality of the bounding boxes obtained by discrete PCA, we also generated clusters on the boundary of the real objects. The volume of a computed bounding box very often can be “locally” improved (decreased) by projecting the point set into a plane perpendicular to one
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Figure 6.2: Extension of the example from Figure 3.1 in $\mathbb{R}^3$. Dense collection of additional points (the red clusters) significantly affect the orientation of the PCA bounding-box of the cuboid. The outer box is the PCA bounding box, and the inner box is the CPCA-area bounding box.

of the directions of the bounding box, followed by computing a minimum-area bounding rectangle of the projected set in that plane (for example by rotating calipers algorithm [49]), and using this rectangle as the base of an improving bounding box. This heuristic converges always to a local minimum. We encountered many examples when the local minimum was not the global one. Each experiment was performed twice, with and without this improving heuristic. The parameter $\#\text{iter}$ in the tables below shows how many times the computation of the minimum-area bounding rectangle was performed to reach a local minimum.

6.1.1 Evaluation of the PCA and CPCA Bounding Box Algorithms

We have implemented and tested the following PCA and continuous PCA bounding box algorithms:

- **PCA** - computes the PCA bounding box of a discrete point set.
- **PCA-CH** - computes the PCA bounding box of the vertices of the convex hull of a point set.
- **CPCA-area** - computes the PCA bounding box of a polyhedral surface.
- **CPCA-area-CH** - computes the PCA bounding box of the of the convex hull of a polyhedral surface.
- **CPCA-volume** - computes the PCA bounding box of a convex or a star-shaped object.

We have tested the above algorithms on a large number of real and synthetic objects. Typical samples of the results are given in Table 6.1 and Table 6.2. We
give more detailed results for some of the tested data sets in the last section of this chapter. For many of the tested data sets, the volumes of the boxes obtained by CPCA algorithms were slightly smaller than the volumes of the boxes obtained by PCA, but usually the differences were negligible. However,
Table 6.2: Performance of the PCA bounding box algorithms on the clustered point set with 10000 points. The values in the table are the average of the results of 100 runs of the algorithms, each time with a newly generated clustered point set.

<table>
<thead>
<tr>
<th>algorithm</th>
<th>volume</th>
<th>#iter</th>
<th>time[s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCA</td>
<td>31.3084</td>
<td>-</td>
<td>0.036038</td>
</tr>
<tr>
<td>improved</td>
<td>17.4366</td>
<td>6</td>
<td>0.285556</td>
</tr>
<tr>
<td>PCA-CH</td>
<td>33.4428</td>
<td>-</td>
<td>1.93812</td>
</tr>
<tr>
<td>improved</td>
<td>17.4593</td>
<td>9</td>
<td>2.18226</td>
</tr>
<tr>
<td>CPCA-area-CH</td>
<td>21.0176</td>
<td>-</td>
<td>1.5961</td>
</tr>
<tr>
<td>improved</td>
<td>17.4559</td>
<td>3</td>
<td>1.66884</td>
</tr>
<tr>
<td>CPCA-volume</td>
<td>19.4125</td>
<td>-</td>
<td>1.32058</td>
</tr>
<tr>
<td>improved</td>
<td>17.4591</td>
<td>5</td>
<td>1.39327</td>
</tr>
</tbody>
</table>

the CPCA methods have much larger running times due to computing the convex hull. Some of the synthetic data with clusters justify the theoretical results that favors the CPCA bounding boxes over PCA bounding boxes. Figure 6.2 shows a typical example and indicates that the PCA bounding box can be arbitrarily bad.

As previously mentioned, for eigenspaces of dimension bigger than 1, the orthonormal basis of eigenvectors is chosen arbitrary. This can result in unpredictable and large bounding boxes, see Figure 6.3 for an illustration. We solve this problem by computing bounding boxes that are aligned with one principal component. The other two directions are determined by computing the exact minimum-area bounding rectangle of the projections of the points into a plane orthogonal to the first chosen direction by rotating calipers algorithm [49].

If the connectivity of the input is known, then we can improve the run time of the PCA and PCA-area methods, without decreasing the quality of the bounding boxes, by sampling the surface and applying the PCA on the sampled points. We do the sampling uniformly, in the sense that the number of the sampled points on the particular triangle is proportional to the relative area of the triangle. Table 6.3 shows the performance of this sampling approach (denoted by PCA-sample) on a real model. The results reveal that even for a small number of sampling points, the resulting bounding boxes are comparable with the PCA and CPCA-
area bounding boxes. Also, if the number of the sampling points is smaller than half of the original point set the sampling approach is faster than PCA approach.

### 6.1.2 Evaluation of Other Bounding Box Algorithms

Next, we describe a few additional bounding box algorithms, whose performance we have analyzed.

- **AABB** - computes the axis parallel bounding box of the input point set. This algorithm reads the points only once and as such is a good reference in comparing the running times of the other algorithms.

- **BHP** - this algorithm is based on the \((1 + \epsilon)\)-approximation algorithm from [5], with run time complexity \(O(n \log n + n/\epsilon^3)\). It is an exhaustive grid-base search, and gives far the best results among all the algorithms. In many cases, that we were able to verified, it outputs bounding boxes that are the minimum-volume or close to the minimum-volume bounding boxes. However, due to the exhaustive search it is also the slowest one.

- **BHP-CH** - same as BHP, but on the convex hull vertices.

- **DiameterBB** - computes a bounding box based on the diameter of the point set. First, a \((1 - \epsilon)\) - approximation of the diameter of \(P\) that
Table 6.3: Performance of the sampling approach on real data. The values in the table are the average of the results of 100 runs of the algorithms, each time with a newly generated sampling point set.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>#Sampling Pnts</th>
<th>Volume</th>
<th>Time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCA</td>
<td>-</td>
<td>6.73373</td>
<td>0.189644</td>
</tr>
<tr>
<td>PCA-area</td>
<td>-</td>
<td>6.70684</td>
<td>0.297377</td>
</tr>
<tr>
<td>PCA-sample</td>
<td>50</td>
<td>6.81354</td>
<td>0.122567</td>
</tr>
<tr>
<td>PCA-sample</td>
<td>100</td>
<td>6.6936</td>
<td>0.123895</td>
</tr>
<tr>
<td>PCA-sample</td>
<td>1000</td>
<td>6.69176</td>
<td>0.131753</td>
</tr>
<tr>
<td>PCA-sample</td>
<td>10000</td>
<td>6.70855</td>
<td>0.13825</td>
</tr>
<tr>
<td>PCA-sample</td>
<td>50000</td>
<td>6.70546</td>
<td>0.178306</td>
</tr>
<tr>
<td>PCA-sample</td>
<td>60000</td>
<td>6.70629</td>
<td>0.173158</td>
</tr>
<tr>
<td>PCA-sample</td>
<td>70000</td>
<td>6.70525</td>
<td>0.188299</td>
</tr>
</tbody>
</table>

Table 6.4: Performance of the additional bounding box algorithms on real data.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Volume</th>
<th>#Iter</th>
<th>Time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>AABB</td>
<td>6.80201</td>
<td>-</td>
<td>0.008358</td>
</tr>
<tr>
<td>improved</td>
<td>6.36373</td>
<td>2</td>
<td>1.96749</td>
</tr>
<tr>
<td>BHP</td>
<td>6.45908</td>
<td>-</td>
<td>5.07754</td>
</tr>
<tr>
<td>improved</td>
<td>6.23635</td>
<td>2</td>
<td>7.01199</td>
</tr>
<tr>
<td>BHP-CH</td>
<td>6.02441</td>
<td>-</td>
<td>8.7999</td>
</tr>
<tr>
<td>improved</td>
<td>6.01957</td>
<td>1</td>
<td>10.3937</td>
</tr>
<tr>
<td>DiameterBB</td>
<td>6.6186</td>
<td>-</td>
<td>1.1151</td>
</tr>
<tr>
<td>improved</td>
<td>6.23595</td>
<td>2</td>
<td>2.97063</td>
</tr>
</tbody>
</table>
Table 6.5: Performance of the additional bounding box algorithms on the clustered point set with 10000 points. The results were obtained on the same point set as those from Table 6.2. A value 0, assigned to the parameter \#iter, indicates that an algorithm has reached a local minimum and an improvement by projecting heuristic was not possible.

<table>
<thead>
<tr>
<th>clustered point set</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>algorithm</td>
<td>volume</td>
</tr>
<tr>
<td>AABB</td>
<td>30.2574</td>
</tr>
<tr>
<td>improved</td>
<td>16.4563</td>
</tr>
<tr>
<td>BHP</td>
<td>15.5662</td>
</tr>
<tr>
<td>improved</td>
<td>15.5662</td>
</tr>
<tr>
<td>BHP-CH</td>
<td>15.5662</td>
</tr>
<tr>
<td>improved</td>
<td>15.5662</td>
</tr>
<tr>
<td>DiameterBB</td>
<td>31.5521</td>
</tr>
<tr>
<td>improved</td>
<td>16.6952</td>
</tr>
</tbody>
</table>

determines the longest side of the bounding box, is computed. This can be done efficiently in \(O(n + \frac{1}{3} \log \frac{1}{\epsilon})\) time, see [18] for more details, and [17] for the implementation. The diameter of the projection of \(P\) onto the plain orthogonal to longest side of the bounding box determines the second side of the bounding box. The third side is determined by the direction orthogonal to the first two sides. This idea is old, and can be traced back to [26].

Note that DiameterBB applied on convex hull points gives the same bounding box as applied on the original point set. Typical samples of the results are given in Table 6.4 and Table 6.5 for more results see the last section of this chapter.

An improvement for a convex-hull method requires less additional time than an improvement for a non-convex-hull method. This is due to the fact that the convex hull of a point set in general has fewer points than the point set itself, and once the convex hull in \(\mathbb{R}^3\) is computed, it suffices to project it to the plane of projection to obtain the convex hull in \(\mathbb{R}^2\). It should be observed that the number of iterations needed for the improvement of the AABB method, as well as its initial quality, depends heavily on the orientation of the point set.
6.2 Conclusion

In short, the conclusions of the experiments are as follows:

- The traditional discrete PCA algorithm can be easily fooled by inputs with point clusters. In contrast, the continuous PCA variants are not sensitive on the clustered inputs.

- The continuous PCA version on convex point sets guarantees a constant approximation factor for the volume of the resulting bounding box. However, in many applications this guarantee has to be paid with an extra $O(n \log n)$ run time for computing the convex hull of the input instance. The tests on the realistic and synthetic inputs revealed that the quality of the resulting bounding boxes was better than the theoretically guaranteed quality.

- For the most realistic inputs the qualities of the discrete PCA and the continuous PCA bounding boxes are comparable.

- The run time of the discrete PCA and continuous PCA (PCA-area) heuristics can be improved without decreasing the quality of the resulting bounding boxes by sampling the surface and applying the discrete PCA on the sampled points. This approach assumes that an input is given as a triangulated surface. If this is not the case, a surface reconstruction must be performed, which is usually slower than the computation of the convex hull.

- Both the discrete and the continuous PCA are sensitive to symmetries in the input.

- The diameter based heuristic is not sensitive to clusters and can be used as an alternative to continuous PCA approaches.

- An improvement step, performed by computing the minimum-area bounding rectangle of the projected point set, is a powerful technique that often significantly decreases the existing bounding boxes. This technique can be also used by PCA approaches when the eigenvectors are not unique.

- The experiments show that the sizes of the bounding boxes obtained by CPCA-area and CPCA-volume are comparable. This indicates that the upper bound of $\kappa_{3,2}$, which is an open problem, is probably similar to that of $\kappa_{3,3}$.

A practical and fast $(1+\epsilon)$-approximation algorithm for computing the minimum-volume bounding box of a point set in $\mathbb{R}^3$ is of general interest.
6.3 Additional results

Here, we present more detailed results of some of the tested data. In the applications, beside the volume of the bounding boxes, also other quantifiers maybe of interest. We measured also the area, the area of the biggest face and the length of the shortest edge of the bounding box, denoted in the tables as total area, biggest face and shortest edge, respectively.
Figure 6.5: Hand: 327323 vertices, 654666 triangles, 1675 convex hull vertices, 3346 convex hull triangles and two different PCA bounding boxes - the green box is obtained with PCA-CH and the pink box is obtained with CPCA-volume algorithm.

Table 6.6: Performance of the PCA bounding box algorithms on real data.

<table>
<thead>
<tr>
<th>algorithm</th>
<th>volume</th>
<th>total area</th>
<th>biggest face</th>
<th>shortest edge</th>
<th>time[s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCA</td>
<td>63.5366</td>
<td>109.751</td>
<td>31.8641</td>
<td>1.99399</td>
<td>-</td>
</tr>
<tr>
<td>improved</td>
<td>51.2322</td>
<td>99.1316</td>
<td>30.5692</td>
<td>1.67594</td>
<td>3</td>
</tr>
<tr>
<td>PCA-CH</td>
<td>55.6899</td>
<td>104.547</td>
<td>32.2492</td>
<td>1.72686</td>
<td>-</td>
</tr>
<tr>
<td>improved</td>
<td>50.9523</td>
<td>99.0474</td>
<td>30.6574</td>
<td>1.66199</td>
<td>3</td>
</tr>
<tr>
<td>CPCA-area</td>
<td>64.0215</td>
<td>110.086</td>
<td>31.8564</td>
<td>2.00969</td>
<td>-</td>
</tr>
<tr>
<td>improved</td>
<td>51.2673</td>
<td>99.1355</td>
<td>30.5534</td>
<td>1.67796</td>
<td>3</td>
</tr>
<tr>
<td>CPCA-area-CH</td>
<td>54.3455</td>
<td>103.687</td>
<td>32.3132</td>
<td>1.68184</td>
<td>-</td>
</tr>
<tr>
<td>improved</td>
<td>50.9473</td>
<td>99.122</td>
<td>30.7141</td>
<td>1.65876</td>
<td>8</td>
</tr>
<tr>
<td>CPCA-volume</td>
<td>53.7146</td>
<td>103.209</td>
<td>32.3007</td>
<td>1.66295</td>
<td>-</td>
</tr>
<tr>
<td>improved</td>
<td>50.9485</td>
<td>99.1231</td>
<td>30.7143</td>
<td>1.65879</td>
<td>4</td>
</tr>
</tbody>
</table>
Figure 6.6: Lucy: 262909 vertices, 525814 triangles, 622 convex hull vertices, 1240 convex hull triangles and two different PCA bounding boxes - the green box is obtained with PCA-CH and the pink box is obtained with CPCA-volume algorithm.

Table 6.7: Performance of the PCA bounding box algorithms on real data.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Volume</th>
<th>Total Area</th>
<th>Biggest Face</th>
<th>Shortest Edge</th>
<th>#Iter</th>
<th>Time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCA</td>
<td>756184000</td>
<td>5606960</td>
<td>1529520</td>
<td>494.392</td>
<td>-</td>
<td>0.236</td>
</tr>
<tr>
<td>improved</td>
<td>702004000</td>
<td>5381630</td>
<td>1497970</td>
<td>468.638</td>
<td>2</td>
<td>2.902</td>
</tr>
<tr>
<td>PCA-CH</td>
<td>736099000</td>
<td>5530330</td>
<td>1518900</td>
<td>484.626</td>
<td>-</td>
<td>6.470</td>
</tr>
<tr>
<td>improved</td>
<td>704615000</td>
<td>5373400</td>
<td>1488570</td>
<td>473.352</td>
<td>3</td>
<td>6.526</td>
</tr>
<tr>
<td>CPCA-area</td>
<td>731496000</td>
<td>5513090</td>
<td>1523000</td>
<td>480.3</td>
<td>-</td>
<td>0.534</td>
</tr>
<tr>
<td>improved</td>
<td>692082000</td>
<td>5327790</td>
<td>1484190</td>
<td>466.304</td>
<td>2</td>
<td>3.163</td>
</tr>
<tr>
<td>CPCA-area-CH</td>
<td>726545000</td>
<td>5471570</td>
<td>1504380</td>
<td>482.953</td>
<td>-</td>
<td>4.382</td>
</tr>
<tr>
<td>improved</td>
<td>696356000</td>
<td>5294830</td>
<td>1438600</td>
<td>484.05</td>
<td>2</td>
<td>4.474</td>
</tr>
<tr>
<td>CPCA-volume</td>
<td>729131000</td>
<td>5489320</td>
<td>1510740</td>
<td>482.632</td>
<td>-</td>
<td>5.313</td>
</tr>
<tr>
<td>improved</td>
<td>699059000</td>
<td>5305810</td>
<td>1442280</td>
<td>484.69</td>
<td>3</td>
<td>5.349</td>
</tr>
</tbody>
</table>
6.3. ADDITIONAL RESULTS

Figure 6.7: Buddha: 26662 vertices, 41868 triangles, 290 convex hull vertices, 576 convex hull triangles and two different PCA bounding boxes - the green box is obtained with PCA-CH and the pink box is obtained with CPCA-volume algorithm.

Table 6.8: Performance of the PCA bounding box algorithms on real data.

<table>
<thead>
<tr>
<th>algorithm</th>
<th>volume</th>
<th>total area</th>
<th>biggest face</th>
<th>shortest edge</th>
<th>#iter</th>
<th>time[s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCA</td>
<td>27793700</td>
<td>580294</td>
<td>136152</td>
<td>204.137</td>
<td>-</td>
<td>0.054</td>
</tr>
<tr>
<td>improved</td>
<td>21263900</td>
<td>507856</td>
<td>136112</td>
<td>156.224</td>
<td>5</td>
<td>0.561</td>
</tr>
<tr>
<td>PCA-CH</td>
<td>24465200</td>
<td>547630</td>
<td>141579</td>
<td>172.802</td>
<td>-</td>
<td>1.601</td>
</tr>
<tr>
<td>improved</td>
<td>20727700</td>
<td>504680</td>
<td>138385</td>
<td>149.783</td>
<td>4</td>
<td>1.270</td>
</tr>
<tr>
<td>CPCA-area</td>
<td>22004700</td>
<td>522382</td>
<td>142952</td>
<td>153.93</td>
<td>-</td>
<td>0.111</td>
</tr>
<tr>
<td>improved</td>
<td>20764200</td>
<td>505007</td>
<td>138314</td>
<td>150.124</td>
<td>4</td>
<td>0.549</td>
</tr>
<tr>
<td>CPCA-area-CH</td>
<td>22015300</td>
<td>523417</td>
<td>143706</td>
<td>153.197</td>
<td>-</td>
<td>1.520</td>
</tr>
<tr>
<td>improved</td>
<td>20719700</td>
<td>504608</td>
<td>138400</td>
<td>149.709</td>
<td>4</td>
<td>1.416</td>
</tr>
<tr>
<td>CPCA-volume</td>
<td>21934600</td>
<td>522443</td>
<td>143622</td>
<td>152.725</td>
<td>-</td>
<td>0.265</td>
</tr>
<tr>
<td>improved</td>
<td>20783500</td>
<td>505177</td>
<td>138276</td>
<td>150.304</td>
<td>5</td>
<td>0.310</td>
</tr>
</tbody>
</table>
Figure 6.8: Randomly generated point set in a unit cube and two different PCA bounding boxes - the green box is obtained with PCA and the pink box is obtained with CPCA-area-CH algorithm.

Table 6.9: Performance of the additional bounding box algorithms on synthetic data (randomly generated point set in a unit cube: 70 points, 27 convex hull vertices, 53 convex hull triangles).

<table>
<thead>
<tr>
<th>randomly generated point set in the unit cube</th>
<th>algorithm</th>
<th>volume</th>
<th>total area</th>
<th>biggest face</th>
<th>shortest edge</th>
<th>#iter</th>
<th>time[s]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PCA</td>
<td>1.832</td>
<td>8.986</td>
<td>1.540</td>
<td>1.189</td>
<td>-</td>
<td>0.063</td>
</tr>
<tr>
<td></td>
<td>improved</td>
<td>0.943</td>
<td>5.771</td>
<td>0.980</td>
<td>0.962</td>
<td>4</td>
<td>0.070</td>
</tr>
<tr>
<td></td>
<td>PCA-CH</td>
<td>1.959</td>
<td>9.408</td>
<td>1.660</td>
<td>1.180</td>
<td>-</td>
<td>1.055</td>
</tr>
<tr>
<td></td>
<td>improved</td>
<td>0.943</td>
<td>5.771</td>
<td>0.980</td>
<td>0.962</td>
<td>5</td>
<td>1.267</td>
</tr>
<tr>
<td></td>
<td>CPCA-area-CH</td>
<td>1.824</td>
<td>8.962</td>
<td>1.533</td>
<td>1.190</td>
<td>-</td>
<td>1.204</td>
</tr>
<tr>
<td></td>
<td>improved</td>
<td>0.942</td>
<td>5.767</td>
<td>0.978</td>
<td>0.963</td>
<td>5</td>
<td>1.268</td>
</tr>
<tr>
<td></td>
<td>CPCA-volume</td>
<td>1.873</td>
<td>9.120</td>
<td>1.573</td>
<td>1.190</td>
<td>-</td>
<td>1.274</td>
</tr>
<tr>
<td></td>
<td>improved</td>
<td>0.943</td>
<td>5.769</td>
<td>0.979</td>
<td>0.963</td>
<td>5</td>
<td>1.293</td>
</tr>
</tbody>
</table>
6.3. ADDITIONAL RESULTS

Figure 6.9: Randomly generated point set in unit sphere and two different PCA bounding boxes - the green box is obtained with PCA and the pink box is obtained with CPCA-area-CH algorithm.

Table 6.10: Performance of the additional bounding box algorithms on synthetic data (uniformly generated point set on the unit sphere: 50 points, 50 convex hull vertices, 103 convex hull triangles).

<table>
<thead>
<tr>
<th>uniformly generated point set on the unit sphere</th>
</tr>
</thead>
<tbody>
<tr>
<td>algorithm</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>PCA</td>
</tr>
<tr>
<td>improved</td>
</tr>
<tr>
<td>improved</td>
</tr>
<tr>
<td>CPCA-volume</td>
</tr>
<tr>
<td>improved</td>
</tr>
</tbody>
</table>
Figure 6.10: Randomly generated clustered point and two different PCA bounding boxes - the green box is obtained with PCA and the pink box is obtained with CPCA-area-CH algorithm.

Table 6.11: Performance of the additional bounding box algorithms on synthetic data (clustered point set: 10000 points, 60 convex hull points, 118 convex hull triangles).

<table>
<thead>
<tr>
<th>clustered point set</th>
<th>algorithm</th>
<th>volume</th>
<th>total area</th>
<th>biggest face</th>
<th>shortest edge</th>
<th>#iter</th>
<th>time[s]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PCA</td>
<td>31.3084</td>
<td>60.3063</td>
<td>11.3688</td>
<td>2.75388</td>
<td>-</td>
<td>0.036038</td>
</tr>
<tr>
<td></td>
<td>improved</td>
<td>17.4366</td>
<td>41.7829</td>
<td>8.9374</td>
<td>1.95097</td>
<td>6</td>
<td>0.286</td>
</tr>
<tr>
<td></td>
<td>PCA-CH</td>
<td>33.4428</td>
<td>62.8968</td>
<td>11.6312</td>
<td>2.87526</td>
<td>-</td>
<td>1.93812</td>
</tr>
<tr>
<td></td>
<td>improved</td>
<td>17.4593</td>
<td>41.8329</td>
<td>8.97173</td>
<td>1.94603</td>
<td>9</td>
<td>2.182</td>
</tr>
<tr>
<td></td>
<td>CPCA-area-CH</td>
<td>21.0176</td>
<td>47.3839</td>
<td>10.3419</td>
<td>2.03227</td>
<td>-</td>
<td>1.596</td>
</tr>
<tr>
<td></td>
<td>improved</td>
<td>17.4559</td>
<td>41.825</td>
<td>8.96585</td>
<td>1.94693</td>
<td>3</td>
<td>1.669</td>
</tr>
<tr>
<td></td>
<td>CPCA-volume-CH</td>
<td>19.4125</td>
<td>45.1401</td>
<td>9.96599</td>
<td>1.94787</td>
<td>-</td>
<td>1.320</td>
</tr>
<tr>
<td></td>
<td>improved</td>
<td>17.4591</td>
<td>41.8326</td>
<td>8.97146</td>
<td>1.94608</td>
<td>5</td>
<td>1.393</td>
</tr>
</tbody>
</table>
### 6.3. ADDITIONAL RESULTS

Table 6.12: Performance of the additional bounding box algorithms on real data.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Volume</th>
<th>Total Area</th>
<th>Biggest Face</th>
<th>Shortest Edge</th>
<th>#Iter</th>
<th>Time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>AABB</td>
<td>69.998</td>
<td>112.813</td>
<td>30.7663</td>
<td>2.27516</td>
<td>-</td>
<td>0.021</td>
</tr>
<tr>
<td>improved</td>
<td>51.2559</td>
<td>99.1346</td>
<td>30.5588</td>
<td>1.67729</td>
<td>7</td>
<td>6.982</td>
</tr>
<tr>
<td>BHP</td>
<td>53.1292</td>
<td>100.888</td>
<td>30.82</td>
<td>1.723</td>
<td>-</td>
<td>3.287</td>
</tr>
<tr>
<td>improved</td>
<td>51.0171</td>
<td>99.2622</td>
<td>30.7798</td>
<td>1.65748</td>
<td>1</td>
<td>6.773</td>
</tr>
<tr>
<td>BHP-CH</td>
<td>50.7504</td>
<td>98.6218</td>
<td>30.6647</td>
<td>1.65501</td>
<td>-</td>
<td>10.755</td>
</tr>
<tr>
<td>improved</td>
<td>50.7463</td>
<td>98.6325</td>
<td>30.6602</td>
<td>1.6549</td>
<td>1</td>
<td>10.824</td>
</tr>
<tr>
<td>DiameterBB</td>
<td>56.728</td>
<td>105.137</td>
<td>32.0723</td>
<td>1.76876</td>
<td>-</td>
<td>0.156</td>
</tr>
<tr>
<td>improved</td>
<td>53.0442</td>
<td>102.387</td>
<td>32.0146</td>
<td>1.65688</td>
<td>1</td>
<td>3.589</td>
</tr>
</tbody>
</table>

Table 6.13: Performance of the additional bounding box algorithms on real data.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Volume</th>
<th>Total Area</th>
<th>Biggest Face</th>
<th>Shortest Edge</th>
<th>#Iter</th>
<th>Time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>AABB</td>
<td>78927900</td>
<td>5648130</td>
<td>1478900</td>
<td>533.692</td>
<td>-</td>
<td>0.017</td>
</tr>
<tr>
<td>improved</td>
<td>70515200</td>
<td>5384180</td>
<td>1493950</td>
<td>472.006</td>
<td>3</td>
<td>4.927</td>
</tr>
<tr>
<td>BHP</td>
<td>74367700</td>
<td>5497480</td>
<td>1482350</td>
<td>501.688</td>
<td>-</td>
<td>3.252</td>
</tr>
<tr>
<td>improved</td>
<td>70564800</td>
<td>5374940</td>
<td>1487230</td>
<td>474.471</td>
<td>1</td>
<td>5.920</td>
</tr>
<tr>
<td>BHP-CH</td>
<td>68772300</td>
<td>5310360</td>
<td>1481590</td>
<td>464.179</td>
<td>-</td>
<td>8.634</td>
</tr>
<tr>
<td>improved</td>
<td>68769500</td>
<td>5310280</td>
<td>1481600</td>
<td>464.158</td>
<td>1</td>
<td>8.721</td>
</tr>
<tr>
<td>DiameterBB</td>
<td>150466000</td>
<td>8429373</td>
<td>2117310</td>
<td>710.65</td>
<td>-</td>
<td>0.123</td>
</tr>
<tr>
<td>improved</td>
<td>79019000</td>
<td>5530870</td>
<td>1293480</td>
<td>610.904</td>
<td>4</td>
<td>4.897</td>
</tr>
</tbody>
</table>
### Table 6.14: Performance of the additional bounding box algorithms on real data.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Volume</th>
<th>Total Area</th>
<th>Largest Face</th>
<th>Shortest Edge</th>
<th>#Iter</th>
<th>Time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>AABB</td>
<td>23681100</td>
<td>537442</td>
<td>140661</td>
<td>168.356</td>
<td>-</td>
<td>0.002</td>
</tr>
<tr>
<td>improved</td>
<td>21260000</td>
<td>507914</td>
<td>136194</td>
<td>156.10</td>
<td>5</td>
<td>0.553</td>
</tr>
<tr>
<td>BHP</td>
<td>21311500</td>
<td>514305</td>
<td>141013</td>
<td>151.132</td>
<td>-</td>
<td>3.165</td>
</tr>
<tr>
<td>improved</td>
<td>20734900</td>
<td>504745</td>
<td>138371</td>
<td>149.85</td>
<td>3</td>
<td>3.580</td>
</tr>
<tr>
<td>BHP-CH</td>
<td>20680500</td>
<td>504254</td>
<td>138371</td>
<td>149.349</td>
<td>-</td>
<td>3.749</td>
</tr>
<tr>
<td>improved</td>
<td>20680500</td>
<td>504254</td>
<td>138371</td>
<td>149.349</td>
<td>0</td>
<td>4.429</td>
</tr>
<tr>
<td>DiameterBB</td>
<td>25876600</td>
<td>565151</td>
<td>142265</td>
<td>181.89</td>
<td>-</td>
<td>0.013</td>
</tr>
<tr>
<td>improved</td>
<td>21242800</td>
<td>508054</td>
<td>136462</td>
<td>155.668</td>
<td>8</td>
<td>0.556</td>
</tr>
</tbody>
</table>

### Table 6.15: Performance of the other bounding box algorithms on synthetic data (the data set is the same as in Table 6.9).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Volume</th>
<th>Total Area</th>
<th>Largest Face</th>
<th>Shortest Edge</th>
<th>#Iter</th>
<th>Time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>AABB</td>
<td>0.961049</td>
<td>5.84336</td>
<td>0.984731</td>
<td>0.975951</td>
<td>-</td>
<td>0.001</td>
</tr>
<tr>
<td>improved</td>
<td>0.943766</td>
<td>5.77345</td>
<td>0.980416</td>
<td>0.962618</td>
<td>3</td>
<td>0.0302</td>
</tr>
<tr>
<td>BHP</td>
<td>0.941845</td>
<td>5.76549</td>
<td>0.976178</td>
<td>0.96483</td>
<td>-</td>
<td>0.636</td>
</tr>
<tr>
<td>improved</td>
<td>0.941845</td>
<td>5.76549</td>
<td>0.976178</td>
<td>0.96483</td>
<td>0</td>
<td>0.655</td>
</tr>
<tr>
<td>BHP-CH</td>
<td>0.941845</td>
<td>5.76549</td>
<td>0.976178</td>
<td>0.96483</td>
<td>-</td>
<td>3.322</td>
</tr>
<tr>
<td>improved</td>
<td>0.941845</td>
<td>5.76549</td>
<td>0.976178</td>
<td>0.96483</td>
<td>0</td>
<td>3.437</td>
</tr>
<tr>
<td>DiameterBB</td>
<td>1.89185</td>
<td>9.19834</td>
<td>1.65464</td>
<td>1.14336</td>
<td>-</td>
<td>0.002</td>
</tr>
<tr>
<td>improved</td>
<td>0.94338</td>
<td>5.77187</td>
<td>0.980573</td>
<td>0.962069</td>
<td>9</td>
<td>0.020</td>
</tr>
</tbody>
</table>
6.3. ADDITIONAL RESULTS

Table 6.16: Performance of the other bounding box algorithms on synthetic data (the data set is the same as in Table 6.10).

<table>
<thead>
<tr>
<th>uniformly generated point set on the unit sphere</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>algorithm</td>
<td>vol</td>
<td>ar</td>
<td>face</td>
<td>edge</td>
<td>it</td>
<td>tie</td>
</tr>
<tr>
<td>AABB</td>
<td>7.12347</td>
<td>22.217</td>
<td>3.79886</td>
<td>1.87516</td>
<td>-</td>
<td>0.001</td>
</tr>
<tr>
<td>improved</td>
<td>6.00872</td>
<td>19.8575</td>
<td>3.55337</td>
<td>1.69099</td>
<td>8</td>
<td>0.056</td>
</tr>
<tr>
<td>BHP</td>
<td>5.7772</td>
<td>19.3415</td>
<td>3.38208</td>
<td>1.70818</td>
<td>-</td>
<td>0.541</td>
</tr>
<tr>
<td>improved</td>
<td>5.7772</td>
<td>19.3415</td>
<td>3.38208</td>
<td>1.70818</td>
<td>-</td>
<td>0.546</td>
</tr>
<tr>
<td>DiameterBB</td>
<td>7.33895</td>
<td>22.6747</td>
<td>3.97946</td>
<td>1.84421</td>
<td>-</td>
<td>0.001</td>
</tr>
<tr>
<td>improved</td>
<td>5.78812</td>
<td>19.3657</td>
<td>3.38823</td>
<td>1.7083</td>
<td>4</td>
<td>0.034</td>
</tr>
</tbody>
</table>

Table 6.17: Performance of the other bounding box algorithms on synthetic data (the data set is the same as in Table 6.11).

<table>
<thead>
<tr>
<th>clustered point set</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>algorithm</td>
<td>vol</td>
<td>ar</td>
<td>face</td>
<td>edge</td>
<td>it</td>
</tr>
<tr>
<td>AABB</td>
<td>15.6724</td>
<td>38.1942</td>
<td>8.04813</td>
<td>1.94733</td>
<td>-</td>
</tr>
<tr>
<td>improved</td>
<td>15.6557</td>
<td>38.1688</td>
<td>8.04512</td>
<td>1.94599</td>
<td>2</td>
</tr>
<tr>
<td>BHP</td>
<td>15.5662</td>
<td>38.0147</td>
<td>8.00121</td>
<td>1.94548</td>
<td>-</td>
</tr>
<tr>
<td>improved</td>
<td>15.5662</td>
<td>38.0147</td>
<td>8.00121</td>
<td>1.94548</td>
<td>0</td>
</tr>
<tr>
<td>BHP-CH</td>
<td>15.5662</td>
<td>38.0147</td>
<td>8.00121</td>
<td>1.94548</td>
<td>-</td>
</tr>
<tr>
<td>improved</td>
<td>15.5662</td>
<td>38.0147</td>
<td>8.00121</td>
<td>1.94548</td>
<td>0</td>
</tr>
<tr>
<td>DiameterBB</td>
<td>31.5521</td>
<td>60.9057</td>
<td>12.0399</td>
<td>2.62063</td>
<td>-</td>
</tr>
<tr>
<td>improved</td>
<td>16.6952</td>
<td>40.0394</td>
<td>8.57113</td>
<td>1.94784</td>
<td>4</td>
</tr>
</tbody>
</table>
Chapter 7

Reflective Symmetry - an Application of PCA

7.1 Introduction and Related Work

Symmetry is one of the most important features of shapes and objects, which is proved to be a powerful concept in solving problems in many areas including detection, recognition, classification, reconstruction and matching of different geometric shapes, as well as compression of their representations. In general, symmetry in Euclidean space can be defined in terms of three transformations: translation, rotation and reflection. A subset $P$ of $\mathbb{R}^d$ is approximately symmetric with respect to transformation $T$ if for a big enough subset $P'$ of $P$, the distance between $T(P')$ and $P'$ is less then small constant $\epsilon$, where the distance is measured using some appropriate metric, for example Hausdorff, RMS (root mean square) or bottleneck distance measures as most commonly used metrics. If $P' = P$ and $\epsilon = 0$, then $T(P) = P$, and we say that $P$ is perfectly symmetric with respect to $T$. In this chapter we are interested in both approximate and perfect symmetry in terms of transformation of reflection through a hyperplane.

In what follows, we briefly survey the most relevant existing algorithms and techniques for identifying both perfect and approximate symmetry.

Traditional approaches consider perfect symmetry in discrete settings as a global feature. Some of these methods reduced the symmetry detection problem to a detection of symmetries in circular strings [2, 19, 52, 55], for which efficient solutions are known [24]. Other efficient algorithms based on the octree representation [29], the extended Gaussian image [46] or the singular value decomposition of the points of the model [44] also have been proposed. Further, methods for describing local symmetries were developed. Blum [7] proposed an algorithm based on a medial axis transform. An algorithm presented in [48] detects perfect symmetries in range images, exploiting taxonomy of different types of symmetries and relations between them, by explicitly searching an increasing sets of points. An approach based on generalized moment functions and their spherical
harmonics representation was introduced by Martinet et al. [28]. However, since the above mentioned methods consider only perfect symmetries, they may be inaccurate in detection the symmetry for shapes with added noise or missing data.

As a result to this challenge, several algorithms for measuring imperfect symmetries have been developed. For example, Zabrodsky et al. proposed an algorithm based on a measure of symmetry, defined as minimum mean squared distance required to transform a shape into a symmetric shape [53, 54]. A method of detecting a line of approximate symmetry of 2D images considering only the boundary of the image, using a hierarchy of certain directional codes, was presented in [37]. Marola introduced a measure of reflective symmetry with respect to a given axis where global reflective symmetry is found by roughly estimating the axis location and then fine tuning the location by minimizing the symmetry measure [27]. Kazhdan et al. introduced the symmetry descriptors, a collection of spherical functions that describe the measure of a model symmetry with respect to every axis passing through the center of gravity [21, 22]. Recently, Podolak et al. proposed the planar reflective symmetry transform, which measures the symmetry of an object with respect to all planes passing through its bounding volume [40]. A method of detecting planes of reflective symmetry, by exploiting the topological configuration of the edges of a 2D sketch of a 3D objects, was developed by Zou and Lee [56]. Mitra et al. proposed a method of finding partial and approximate symmetry in 3D objects [30]. Their approach relies on matching geometry signatures (based on the concept of normal cycles) that are used to accumulate evidence for symmetries in an appropriate transformation space.

Till now, most of the research was dedicated to investigation of symmetry in 2D and 3D. Here, we consider two approaches which lead to algorithms in arbitrary dimension. The contribution of the work presented in this chapter is two-fold. First, we propose an algorithm, based on geometric hashing, for computing the reflectional symmetry of point sets with approximate symmetry in arbitrary dimension. Second, for the same purpose, we present an application of the relation between the perfect reflective symmetry and the principal components of discrete or continuous geometrical objects in arbitrary dimensions, presented in Lemma 3.1. The relation, in the case when rigid objects in 3D are considered, is known from mechanics and is established by analyzing a moment of inertia [47]. Without rigorous proof for other cases than 3D rigid objects, this result was a base as a heuristic in several symmetry detection algorithms [29, 32, 46]. Banerjee et al. also tackle this relation in 3D, in the case when the objects are represented as 3D binary arrays, but a formal proof is missing in their paper [3].

The rest of this chapter is organized as follows: In Section 7.2, we present the algorithm based on geometric hashing for computing a reflectional symmetry of a point set with approximate symmetry. The behavior of the algorithm in the 2D...
case is estimated by a probabilistic analysis and evaluated on real and synthetic data. In Section 7.3 we present an algorithm that exploit the relation between the perfect reflective symmetry and the principal components of geometrical objects in arbitrary dimensions. Conclusions and indications of future work are given in Section 6.2.

7.2 Detection of Reflective Symmetry: Geometric Hashing Approach

Geometric hashing is a technique originally developed in computer vision for matching geometric features against a database of such features [1, 51]. Here, we assume that the given point set \( P \subseteq \mathbb{R}^d \) is approximately symmetric, and our goal is to compute the hyperplane of symmetry \( H_{sym} \) with a geometric hashing technique. More precisely, hashing is utilized to compute the normal vector of \( H_{sym} \). Additionally, one could use the fact that the center of gravity of \( P \) lies on \( H_{sym} \) in the case when \( P \) has a perfect symmetry, or with high probability near to \( H_{sym} \) in the case when \( P \) is approximately symmetric. However, to be on the safe side, if some outliers cause that the center of gravity is far from \( H_{sym} \), we can apply a second phase of geometric hashing to compute a point on \( H_{sym} \).

We start from the hypothesis that each point pair \((p, q)\) is a candidate for a pair of points that are symmetric with respect to \( H_{sym} \). Without loss of generality, we assume that the first coordinate of \( p \) is less than or equal to the first coordinate of \( q \). If \( p \) is symmetric to \( q \), the vector \( \overrightarrow{pq} \) is orthogonal to \( H_{sym} \). We note that this vector is characterized uniquely by the tuple of angles \((\alpha_2, \alpha_3, \ldots, \alpha_d)\) where \( \alpha_i \) is the angle between \( \overrightarrow{pq} \) and the \( i \)-th vector of the standard base of \( \mathbb{R}^d \). We can omit the angle \( \alpha_1 \) in the characterization of \( \overrightarrow{pq} \) since, \( \alpha_1 \) can be determined from the other angles. Namely, it holds that

\[
\sin^2 \alpha_1 + \sin^2 \alpha_2 + \cdots + \sin^2 \alpha_d = 1.
\]

Since we assume at least a weak form of symmetry, we can expect that the number of point pairs (approximately) symmetric regarding \( H_{sym} \), is bigger than the number of point pairs (approximately) symmetric regarding any other hyperplane \( H \). For example, if we have a perfect symmetric point set with \( n \) points, then we have \( \frac{n^2}{2} \) point pairs perfectly symmetric regarding \( H_{sym} \). In contrast to that, the hyperplanes corresponding to the remaining \( \left(\frac{n^2}{2}\right) - \frac{n^2}{2} \) point pairs are randomly distributed. See Figure 7.1 for illustration in \( \mathbb{R}^2 \).

In the standard approach of geometric hashing a number \( K \in \mathbb{N} \) is fixed and the interval \([0, \pi]\) is subdivided into \( K \) subintervals of equal length \( \pi/K \). Then, the hash function maps a tuple of angles \((\alpha_2, \alpha_3, \ldots, \alpha_d)\) to a tuple of integers \((a_2, a_3, \ldots, a_d)\), where each \( a_i \) denotes the index of the subinterval containing \( \alpha_i \), i.e.,

\[
a_i = \left\lfloor \frac{\alpha_i \cdot K}{\pi} \right\rfloor.
\]
Equivalently one can describe this approach with a so-called voting scheme by subdividing the cube $[0, \pi]^{d-1}$ into a grid with $K^{d-1}$ cells. Each cell is equipped with a counter, collecting votes of all point pairs which angle tuple is contained in the cell. In the end one has to search for the cell with the maximum number of votes. However, this simple idea has some drawbacks related to the choice of $K$. Since $K^{d-1}$ is a lower bound for both, time and storage complexity of the algorithm, $K$ should not be too large. Moreover, if $K$ is large, the noise might cause that the peak of votes is distributed over a larger cluster of cells. On the other side, if $K$ is small, the preciseness of the result is not satisfactory.

We overcome these problems generalizing an idea from [39] that combines a rather coarse grid structure with a quite precise information about the normal vector. To this end, we use counters for the grid’s vertices instead of counters for the grid’s cells. Any vote $(\alpha_2, \alpha_3, \ldots, \alpha_d)$ for a grid cell $(a_2, \ldots, a_d)$ will be distributed to the incident vertices of the cell such that vertices close to $(a_2, a_3, \ldots, a_d)$ get a larger portion of the vote than more distant vertices.

To explain this idea more precisely, we introduce some more notations. Let $Q$ be a grid cell, and $v$ a grid vertex incident with $Q$. Among the vertices incident with $Q$, there is exactly one, called the opposite vertex $v_{opp}$, that differs in all $d-1$ coordinates from $v$. If $\vec{\alpha} = (\alpha_2, \alpha_3, \ldots, \alpha_d)$ is a vote for $Q$ (i.e., a point in $Q$) we denote by $Q(\vec{\alpha}, v)$ the (axis-parallel) subcube of $Q$ spanned by the points $\vec{\alpha}$ and $v$. It is clear that the closer $\vec{\alpha}$ is to $v$ the larger is the volume of $Q(\vec{\alpha}, v_{opp})$. Thus, the unit score of $\vec{\alpha}$ will be distributed to all vertices incident with $Q$ such that each vertex $v$ gets the score $\text{vol}(Q(\vec{\alpha}), v_{opp})/\text{vol}(Q)$. See Figure 7.2 for illustration of a 2-dimensional cell. We remark that $K^{d-1}$ counters suffice for $(K + 1)^{d-1}$ grid vertices because the scoring scheme must be treated as a cyclic structure in the sense that any vertex of the form $(\beta_2, \ldots, \pi, \ldots, \beta_d)$ is identified...
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with $(\pi - \beta_2, \ldots, 0, \ldots, \pi - \beta_d)$.

**Outline of the algorithm.**

**Input:** A set of $n$ points $P \in \mathbb{R}^d, d \geq 2$, with approximate symmetry.

**Output:** An approximation of $H_{sym}$.

1. Let $X$ be the set of all point pairs $(p, q)$ from $P$ such that the first coordinate of $p$ is less than or equal to the first coordinate of $q$. Compute for each pair the angle tuple $\vec{\alpha} = (\alpha_2, \ldots, \alpha_d)$.

2. Install a voting scheme of $K^{d-1}$ counters and set all counters to 0.

3. For each $(p, q) \in X$ with $\vec{\alpha} = (\alpha_2, \ldots, \alpha_d)$ determine the corresponding grid cell $Q$. For all vertices $v$ incident with $Q$, add to the counter of $v$ the vote $\text{vol}(Q(\vec{\alpha}), v_{opp})/\text{vol}(Q)$.

4. Search for the vertex $v = v_{\text{max}}$ with the largest score $w$. Compute the angle tuple of the approximate normal vector of $H_{sym}$ as the weighted center of gravity of $v$ and its neighboring vertices with the following formula:

$$\vec{\beta} = \frac{wv + \sum_{i=2}^{d} w_i^+ v_i^+ + \sum_{i=2}^{d} w_i^- v_i^-}{w + \sum_{i=2}^{d} w_i^+ + \sum_{i=2}^{d} w_i^-},$$

where $v_i^+, v_i^-, 2 \leq i \leq d$, denote the neighboring vertices of $v$, and $w_i^+, w_i^-$ their corresponding scores. Let $\vec{n}$ be a normal vector in $\mathbb{R}^d$ corresponding to the angle tuple $\vec{\beta}$.

5. Approximate a point on $H_{sym}$ selecting all pairs $(p, q) \in X$ that vote for $v_{\text{max}}$ (i.e., $\vec{\alpha}$ is in a cell incident with $v_{\text{max}}$). For each selected pair project the center $c = (p + q)/2$ onto the line spanned by the normal vector $\vec{n}$ and store the position of the projected point on that line in a 1-dimensional scoring scheme. Use the maximal score to extrapolate the location of a point on $H_{sym}$ analogously as in 4.
Taking into account that we can keep the parameter $K$ small, the crucial step of the algorithm is the third one, because it requires the processing of $\Theta(n^2)$ point pairs. However, it is possible to reduce this effort under the assumption that the center of gravity $c(P)$ is close to $H_{sym}$. This holds whenever the points without symmetric counterpart are distributed regularly in the sense that their center of gravity is close to the center of gravity of the symmetric point set. In this case it is sufficient to consider votes of pairs $(p, q)$ of points with nearly equal distances to $c(P)$. If $\delta$ is a bound for both, the distance of $c(P)$ to $H_{sym}$ and the distortion of the symmetric counterpart of a point with respect to $H_{sym}$, the first step of the algorithm can be replaced as follows:

- Compute the center of gravity $c(P)$.
- Order the points of $P$ with respect to the distance to $c(P)$.
- For all points $q \in P$ find the first point $p_i$ and the last point $p_j$ in the ordered list such that $\text{dist}(p_i, c(P)) \geq \text{dist}(q, c(P)) - 2\delta$ and $\text{dist}(p_j, c(P)) \leq \text{dist}(q, c(P)) + 2\delta$ and form $X$ from the pairs $\{q, p_k\}$, $i \leq k \leq j$.

Although this modification does not improve the run time in the worst case, it affects a remarkable speed up of the algorithm for real world data.

### 7.2.1 Probabilistic Analysis and Evaluation of the Algorithm in 2D Case

The 2D version of the algorithm has been implemented and tested on real and synthetic data. The generation of the synthetic data is based on a probabilistic model, which additionally can be used for a probabilistic analysis of the reliability of the algorithm.

The model incorporates the following two aspects of an approximately symmetric point set $P$. First, for the majority of the points $p \in P$ there is a counterpart $\tilde{p}$ that is located close to the symmetric position of $p$, where the symmetry, without loss of generality, is defined with respect to the $x$-axis. Second, there is a smaller subset of points in $P$ without symmetric counterpart. To obtain such a point set, we apply the following procedure (see Figure 7.3 for illustration). In the upper half $B^+$ of the unit ball, we uniformly generate a random point set $P^+$ with $n$ points. In the lower half $B^-$ we reflect the point set $P^+$ over the $x$-axis and perturb it randomly. So, we obtain the set of points $\tilde{P}^- = \{(x \pm \delta_x, -y \pm \delta_y) \mid (x, y) \in P^+\}$, where $(\delta_x, \delta_y)$ is random point from the ball $B((0, 0), \epsilon)$. Additionally, we generate a random point set $M$ in $B$, with $m$ points, which do not have symmetric counterpart. Point set $M$ represents an additional noise in the form of missing/extra points in the input data set.

Most pairs of symmetric points span a line that is nearly parallel to the $y$-axis. A vote of such pair will be called a good vote. Nevertheless, for points $p^+ \in P^+$
that are close to the $x$-axis the perturbation of $p^-$ might cause a bigger angle $\alpha$ between the $y$-axis and the line spanned by $p^-$ and $p^+$. A vote from such point pairs, as well as votes from nonsymmetric point pairs, will be called bad. Thus, we introduce a parameter $\lambda > 0$ defining a stripe of width $2\lambda$ along the $x$-axis such that all symmetric point pairs out of this stripe have good votes.

Our goal is to derive an upper bound for $\epsilon$ that makes almost sure, that the given symmetry line corresponds to a maximal peak in the scoring scheme. We first estimate the width of the interval collecting the votes of the majority of the correct point pairs regarding to the symmetry line. On the other side, we will show that the probability, that another interval of the the same width would collect the same order of votes, is very small for bounded $\epsilon$.

Since the scoring scheme is a cyclic structure, it also makes sense to speak about negative angles: especially, angles $\alpha \in (\pi/2, \pi)$ will be identified with the negative angles $\alpha - \pi \in (-\pi/2, 0)$. According to Figure 7.3, for a symmetric point pair outside the $\lambda$ stripe we have the following bound on the angle $\alpha$ which defines the vote of the pair: $\sin \alpha \leq \frac{\epsilon}{2\lambda}$, or $|\alpha| \leq \arcsin \frac{\epsilon}{2\lambda}$. Since $\arcsin \frac{\epsilon}{2\lambda} \leq \frac{\pi}{4}$, we have

$$|\alpha| \leq \arcsin \frac{\epsilon}{2\lambda} \leq \frac{\pi\epsilon}{4\lambda}.$$  

(7.1)

We set $\gamma(\epsilon, \lambda) := \frac{\pi\epsilon}{4\lambda}$ and introduce for any angle $\beta$ the random variable $V_\beta$ counting all votes of the random point set $P$ that fall into the interval $[\beta - \gamma(\epsilon, \lambda), \beta + \gamma(\epsilon, \lambda)]$.

Let $A_1 = \pi/2$ denote the area of the upper half of the unit ball and $A_2 = 2\lambda$ denote the area of the rectangle over the horizontal diameter of the unit ball with height $\lambda$. Thus, the probability that a point $p \in P^+$ generates a good pair is at least $q = \frac{A_1 - A_2}{A_1} = (1 - \frac{A_2}{A_1})$. Since $V_0$ is at least the sum $S$ of $n$ independent variables

Figure 7.3: Point set generation.
\[
X_i = \begin{cases} 
1 & \text{with probability } q; \\
0 & \text{with probability } 1 - q,
\end{cases}
\]
we have
\[E(V_0) \geq E(S) = nq, \quad (7.2)\]
and
\[Pr[V_0 < t] \leq Pr[S < t], \quad \forall t > 0. \quad (7.3)\]
Combining (7.3) with the Chernoff inequality \(Pr[S < E[S] - t] \leq e^{-2t^2/n}\), for \(t = E[S]/2 = nq/2\), we obtain the following estimation:
\[Pr[V_0 < nq/2] \leq e^{-q^2n/2}. \quad (7.4)\]
Let \(N \leq \binom{2n+m}{2}\) be the number of points pairs with bad votes, and consider an angle \(\beta\), where \(|\beta| > 2\gamma(\epsilon, \lambda)\), i.e., \(X_\beta\) does not count any good vote. The expectation of \(X_\beta\) is
\[E(X_\beta) = N \frac{2\gamma(\epsilon, \lambda)}{\pi} = N \frac{\epsilon}{2\lambda}. \quad (7.5)\]
Applying the Markov inequality \(Pr[X_\beta > t] \leq \frac{E(X_\beta)}{t}\), for \(t = nq/2\), we obtain
\[Pr[X_\beta > nq/2] \leq \frac{N \epsilon}{\lambda q n}. \quad (7.6)\]
We would like to note that in the case of \(X_\beta\), we cannot apply any of the Chernoff’s inequalities, which in general give better bounds than the Markov inequality, because \(X_\beta\) is not a sum of independent random variables.

Now, we come to the ultimate goal of this analysis - to estimate \(Pr[V_\beta > V_0]\) and to study when it is small, i.e., when the algorithm gives a correct answer with high probability. Combining
\[Pr[V_\beta > V_0] \leq Pr[V_\beta > t] + Pr[V_0 < t], \quad \forall t > 0, \quad (7.7)\]
with (7.4) and (7.6), we obtain
\[Pr[V_\beta > V_0] \leq e^{-q^2n/2} + \frac{N \epsilon}{\lambda q n}. \quad (7.8)\]
The first term of the right side of (7.8) is significantly smaller than the second term. This can be explained by the fact that the first term was obtained by the Chernoff inequality, and the second term by the weaker Markov inequality. However, for \(\epsilon = o(\frac{1}{n})\) the second term will be also small, and then the algorithm will work well with high probability.

We implemented the algorithm and evaluated its performance on a Intel-core 2 duo computer with 2GB central memory. As described above, we randomly
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Table 7.1: Empirical probability of finding correct line of reflective symmetry for different values of the "noise" parameters $\epsilon$ and $k$.

<table>
<thead>
<tr>
<th>$k$ \ $\epsilon$</th>
<th>0.01</th>
<th>0.005</th>
<th>0.004</th>
<th>0.003</th>
<th>0.002</th>
<th>0.001</th>
<th>0.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>0.90</td>
<td>0.92</td>
<td>0.93</td>
<td>0.94</td>
<td>0.94</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>0.8</td>
<td>0.91</td>
<td>0.93</td>
<td>0.94</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>0.7</td>
<td>0.91</td>
<td>0.93</td>
<td>0.94</td>
<td>0.94</td>
<td>0.95</td>
<td>0.96</td>
<td>0.97</td>
</tr>
<tr>
<td>0.6</td>
<td>0.94</td>
<td>0.93</td>
<td>0.96</td>
<td>0.96</td>
<td>0.97</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>0.5</td>
<td>0.96</td>
<td>0.99</td>
<td>0.96</td>
<td>0.99</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>0.4</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>0.3</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>0.2</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>0.1</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Generated 100 point sets with same parameters $\epsilon$ and $k$, where $k$ is the ratio between the number of additional points and the number of good point pairs ($k = m/n$). Table 7.1 shows the empirical probability of finding the correct angle of the symmetry line. We present here only those combination of $\epsilon$ and $k$ for which the empirical probability was at least 0.9. The results indicate that the algorithms is less sensitive to noise, due to missing/extra data, then to noise that comes from imperfect symmetry of the points. This conclusion is consistent with the theoretical analysis we have obtained. Namely, $\epsilon$ and $N$ occur at the same place in the last term of the relation (7.8). The number of additional points $m$ occurs in the relation (7.8) through $N$. The other variable which determines $N$ is $n$, and its contribution to the value of $N$ is bigger than that of $m$. Therefore, $m$ has smaller influence to the expression than $\epsilon$.

We tested the algorithm also on real data sets. The tests were performed on pore patterns of copepods - a group of small crustaceans found in the sea and nearly every freshwater habitat (see Figure 7.4). The pores in a pattern were detected as points by the method based on a combination of hierarchical watershed transformation and feature extraction methods presented in [39]. The algorithm successfully detected the symmetry line because the extracted point sets have relatively good reflective symmetry, and majority of the points (around 90%) have a symmetric counterpart.
Figure 7.4: Left side: illustrations of different types of copepods. Right side: a pore pattern of a copepod.

An implementation of the geometric hashing algorithm in higher dimensions and estimations of its behavior is of future interest. Of course, the 3D case is of the biggest practical importance.

7.3 Detection of Reflective Symmetry: PCA Approach

Another approach for an efficient detection of the hyperplane of perfect reflective symmetry in arbitrary dimension is that based on principal component analysis \[16\]. To the best of our knowledge, this approach was used as heuristic without rigorous proof (also confirmed in communication with other researchers in this area \[33\]). A relation between the principal components and symmetry of an object, in the case of rigid objects in 3D, was establish in mechanics by analyzing a moment of inertia \[47\]. This result, in the context of detecting the symmetry, was first exploit by \[29\]. Here, we use Lemma 3.1 that extends that result to any set of points (continuous or discrete) in arbitrary dimension.

As an immediate consequence of Lemma 3.1 we have:

**Corollary 7.1.** Let \( P \) be a perfectly symmetric point set in arbitrary dimension. Then, any hyperplane of reflective symmetry is spanned by \( n-1 \) principal axes of \( P \).

The corollary implies a straightforward algorithm for finding the hyperplane of reflective symmetry of a point set in arbitrary dimension.

**Outline of the algorithm.**

**Input:** A set of \( n \) points \( P \in \mathbb{R}^d, d \geq 2 \), with approximate symmetry.

**Output:** An approximation of \( H_{sym} \).
7.3. **PCA APPROACH**

1. Compute the covariance matrix $C$ of $P$.

2. Compute the eigenvectors of $C$ and the candidate hyperplanes of reflective symmetry.

3. Reflect the points through every candidate hyperplane.

4. Find if each reflected point is close enough to a point in $P$. The correspondence between reflected points and points in $P$ is bijection.

The first and third step of the algorithm have linear time complexity in the number of points. Computation of the eigenvectors, when $d$ is not very large, can be done in $O(d^3)$ time, for example with Jacobi or QR method [41]. Computing the candidate hyperplanes can be done in $O(d)$. Therefore, for fixed $d$, the time complexity of the second step is constant. For very large $d$, the problem of computing eigenvalues is non-trivial. In practice, the above mentioned methods for computing eigenvalues converge rapidly. In theory, it is unclear how to bound the running time combinatorially and how to compute the eigenvalues in decreasing order. In [9] a modification of the *Power method* [36] is presented, which can give a guaranteed approximation of the eigenvalues with high probability. However, for reasonable big $d$ the most expensive step is the forth one. Here we can apply an algorithm for nearest neighbor search, for example the algorithm based on Voronoi diagram, which together with preprocessing has run time complexity $O(n \log n)$, $d = 2$, or $O(n^{\lceil\frac{d}{2}\rceil})$, $d \geq 3$. If we consider point sets with perfect symmetry, then in the 4-th step, it suffices to check if the reflection of a point of $P$ is identical with another point of $P$. For example, this can be done by sorting the points with respect to each of $d$ coordinates, and applying binary search. For the same purpose, more sophisticated data structure can be used, but however, the complexity to build them will be predominate by the factor $O(d n \log n)$ that comes from the sorting of the point set.

In what follows, we discuss two problems that may arise in theory, but are relatively uncommon in practice. Both were already mentioned in Chapter 2. Here, we will consider them in the context of determining reflective symmetry. The first one considers the case when the eigenvalues are not distinct, and the other the case when one or more variances are zero.

Equality of eigenvalues, and hence equality of variances of PCs, will occur for certain distribution of points. The effect of this occurrence is that for a group of $q$ equal eigenvalues, the corresponding $q$ eigenvectors span a certain unique $q$-dimensional space, but, within this space, they are, apart from being orthogonal to one another, arbitrary. In the context of our problem, it means that the $d$-dimensional point set will have exactly $d$ candidates as hyperplanes of symmetry only when the eigenvalues of the covariance matrix are distinct. For example, if we have 3-dimensional point set, then if exactly two eigenvalues of the covariance...
matrix are equal, than the point set might has rotational and reflective symmetry. Such an example is the dypiramid from Figure 6.4. If the all three eigenvalues are equal, the point set might have any type of symmetry, including spherical symmetry. This is a case, for example, of a point set consisting of corner-points of a cube. In the case when the eigenvalues are not distinct, we can slightly perturb the point set, and obtain unique approximate hyperplanes of reflective symmetry.

The case when \( q \) variances equal zero, implies that the rank of the covariance matrix of the point set diminishes for \( q \). Therefore we can reduce the \( d \)-dimensional problem to a \((d - q)\)-dimensional problem.

We tested the PCA algorithm on the same data set and same computer as the geometric hashing algorithm. As it was expected, the preciseness of the PCA algorithm was inferior for data with imperfect symmetry. It fails to detect correctly the symmetry line even for small values of the parameters \( k \) and \( \epsilon \), for which the geometric hashing algorithm always find the correct solutions. However, for data with perfect, or almost prefect symmetry, the PCA algorithm is a better choice, since it is much faster. For example, for a set of 10000 points, the PCA algorithms takes 0.1 second, while the geometric hashing algorithm needs about 25 seconds. This was also expected, since the first algorithm has linear and the second quadratic run time.

Thus, we conclude, that beside its simplicity and efficiency, detecting symmetry by PCA has two drawbacks. PCA fails to identify potential hyperplanes of symmetry, when the eigenvalues of the covariance matrix of the object are not distinct. The second drawback is that the PCA approach cannot guaranty the correct identification when the symmetry of the shape is weak.
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